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Introduction 

The topic  of my research i s  the multi-attr ibute decision problem. This 

problem w i s e s  when the objectives and al ternat ive solutions designed t o  

satisfy the objectives a re  such that they give r i s e  t o  several d i s t i nc t  

types of outcomes. 

be postulated which r e l a t e s  these outcomes t o  one commonnumeraire ( for  example, 

dol lars)  which can be employed t o  measure the t o t a l  l eve l  of output of each 

al ternat ive.  The problem i s  t o  determine the trade-offs between these out- 

comes, or a t t r ibu tes ,  so tha t  one al ternat ive can be selected. A complicating 

fac tor  i s  tha t  the trade-offs may not  be constant over the portion of the out- 

come vector space of in te res t .  That i s ,  a t  some point specified by the leve l  

of  output of each a t t r i bu te  (i.e.,  a vector i n  the outcome space) there  ex is t  

trade-offs which can be used t o  derive new points i n  the neighborhood such 

tha t  all points i n  t h i s  neighborhood are  equally preferred t o  each other. 

However, i f  we move t o  some point not  i n  the neighborhood of the old point,  

the same trade-off r a t io s  may no longer be valid,  and a new s e t  of trade-off 

r a t i o s  must be derived. 

Furthermore, it i s  assumed tha t  no reasonable model can 

One assumption necessary t o  the solution of t h i s  type of problem i s  tha t  

there  ex is t s ,  i f  only in te rna l ly  t o  the decision-maker, a preference structure 

on a l l  points i n  the outcome space. That is ,  i f  we choose any two points, 

e i t h e r  one i s  preferred t o  the  other, or they are  equally preferred, or the 

preference i s  for  the second point over the f i r s t .  There are  a number of 

axioms which we can reasonably expect the preferences t o  obey. 

not be exp l i c i t l y  enumerated here, but some of the more important ones w i l l  

be mentioned l a t e r  when the multi-attr ibute problem i s  graphically defined. 

The important point i s  tha t  i f  the preference s t ructure  obeys these axioms 

( i .e . ,  i s  f a i r l y  well-behaved) there ex i s t s  a r e a l  valued function which can 

??e used t o  encode the preferences. The greater the value of t h i s  function, 

t h e  more desirable the outcome vectors which generate it. I f  t h i s  function 

were exp l i c i t l y  known, the multi-attr ibute problem would be a f a i r l y  s t ra ight-  

forward optimization problem which would require very l i t t l e  of the decision- 

maker's time. Unfortunately, i n  many decision problems the preference func- 
t i o n  i s  only known implici t ly  by the decision-maker. 

function I am discussing i s  not necessarily the preference function of the 

These w i l l  

Note t h a t  the preference 
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col lect ive benefactors of the project. 

t ion  as perceived by the decision-maker who may or  may not be one of t he  

benefactors. 

However, it i s  t h i s  preference func- 

The multi-attr ibute problem w i l l  probably be more and more encountered 

i n  space mission planning as objectives other than overriding ones, such as 
landing a man onthemoon, become important. 

for space mission planning may include the following: 

Examples of outcome variables 

1) 

2 )  

3)  
4) 
5) 

6) Duration of man-in-space missions. 

Number of man-hours i n  space. 

Number of scientist-hours i n  space. 

Quantit ies of various types of s c i en t i f i c  data obtained. 

Quality of various types of s c i en t i f i c  data obtained. 

Quantities of various types of ear th  resources survey data 
obtained. 

Obviously, thel is t  can go on and on. However, such a l i s t  can be used 

as an aid i n  defining the important outcome variables for  the specif ic  s e t  

of a l ternat ives  being considered. 

be quantifiable items so tha t  trade-off r a t i o s  can be defined. 

of the proper se t  of outcome variables i s  a c r i t i c a l  par t  of the problem 

solution which i s  not deal t  with i n  t h i s  presentation. 

Note tha t  these outcome variables should 

The select ion 
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Outline of Presentation 

The mult i -a t t r ibute  problem suggests two basic approaches t o  i t s  solution. 

One approach would be t o  interview the decision-maker t o  obtain information 

about h i s  preferences so tha t  a preference function can be derived. As the 

number of a t t r i b u t e s  and the  s e t  of a l te rna t ives  increase, the amount of in-  

formation required t o  construct the preference f’unction and the amount of 

decision-maker’s time required increases very rapidly and may become i n -  

feas ib le .  

techniques can then be applied t o  obtain the bes t  a l te rna t ive .  

Once the  preference function i s  available,  non-linear optimization 

A second approach i s  an i t e r a t ive  approach. In t h i s  approach we attempt 

t o  converge toward the  solution as we obtain information from the decision- 

maker. When we are  close enough t o  the solut ion we can decide t o  stop and 

not require  any f’urther preference information. 

t i o n  required i s  re la ted  t o  the r a t e  a t  which we converge t o  the  solution, and 

i n  a sense we minimize the  amount o f  information required. 

f i r s t  approach requires us t o  obtain enough information t o  adequately con- 

s t r u c t  what may be a f a i r l y  complex preference function over a s ign i f icant  

port ion of the  outcome space. 

Thus, the mount of informa- 

In  contrast ,  the 

The second approach i s  the subject of t h i s  presentation. The po ten t i a l  

bene f i t s  of t h i s  approach compared t o  the  preference function construction 

approach w i l l  become clearer  as we get fur ther  i n to  the presentation. 

The out l ine of the remainder of  the presentation i s  the following. 

F i r s t ,  I w i l l  define and discuss the general i t e r a t i v e  approach and some 

special  problems t h a t  m y  a r i se  and how t o  handle these. Next, I w i l l  d is-  

cuss and present examples of three i t e r a t i v e  algorithms ca l led  the  i t e r a t i v e  

method, t he  coordinate descent method, and the secant method. Results on 

sample problems using these th ree  methods w i l l  be presented and compared. 

Although the  presentation up t o  t h i s  point w i l l  be concerned w i t h  continuous 

a l t e rna t ive  s e t s ,  I w i l l  conclude the presentation by indicat ing how these 

methods can be applied t o  discrete  a l te rna t ive  se t s .  
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Two-Attribute Decision Problem 

This figure serves t o  define the multi-attr ibute problem i n  terms of a 

2 two-dimensional example. We l abe l  the two outcome variables x and x 

respectively, and represent the  outcome space of i n t e re s t  as the posit ive 

quadrant of the Cartesian space. 

outcome variables are  such tha t  only posit ive output quant i t ies  are considered. 

In general, it i s  conceivable t h a t  negative quant i t ies  of cer ta in  types of 

outcome variables may be considered. However, we can always redefine the 

or igin of our coordinates s o  tha t  the points of i n t e re s t  are  again i n  the 

posi t ive quadrant. 
variables are so defined t h a t  they are desirable outcomes i n  the  sense tha t  

more of any one outcome vaxiable i s  preferred t o  less .  I n  some cases where 

negative outcomes a re  desirable, it may be necessary t o  redefine an outcome 

variable as the negative of the  previous outcome variable. 

1 

This implies the assumption t h a t  the  t w o  

Another important assumption i s  tha t  t he  out come 

The cross-hatched convex s e t  labelled F represents the  se t  of outcome 

vectors of all feasible  alternatives.  Note that  only the upper r igh t  bound- 

ary o f  t h i s  se t  needs t o  be considered since under the assumption tha t  more 

i s  preferred t o  l e s s ,  we aus t  f ind our solution on t h i s  boundary. I w i l l  

interchangeably r e fe r  t o  the se t  F o r  i t s  boundary as the feasible  set .  

The dashed curves i n  t h i s  figure represent the decision-maker's prefer- 

ences and are  cal led indifference curves. An indifference curve defines a 

s e t  of outcome vectors such tha t  any point i n  the se t  i s  neither more nor 

l e s s  preferred t o  any other point in  the  set .  

family of such indifference curves tha t  cover the  en t i re  outcome space. 

indifference curves can be considered as contour l i n e s  of a h i l l  whose base 

l i e s  i n  the plane of the figure and which r i s e s  normal t o  t h i s  plane. 

t h i s  interpretat ion,  higher contour l i nes  are preferred t o  lower contour 

l i n e s ,  and we desire  t o  f ind t h e  point i n  the feasible  se t  which l i e s  on 

the highest contour. 

ceed toward the  upper r igh t  of the figure,  the  optimum point i s  t h a t  labeled 

as optimum i n  the  figure. 

There i s  actual ly  an i n f i n i t e  

The 

Under 

If the elevation of each contour increases as we pro- 

The assumptions tha t  the indifference curves are convex as shown, and 

show increasing preferences toward the upper r igh t  direction are important 
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but reasonable assumptions i n  the i t e r a t ive  approaches t o  be discussed. 

These features are  obtained i f  the  outcome variables a re  defined as desir-  

able quant i t ies  ( i n  the  sense defined above) and i f  the decision-maker's 

preferences are such tha t  as l e s s  of one outcome variable i s  available,  a 

f'urther decrease i n  the quantity o f t h a t  variable requires more of an in- 

crease i n  the other variable for  him to remain indifferent  than i f  more of 

the outcome variable were i n i t i a l l y  available. 

The figure shows t h a t  the condition for  an optimum i s  tha t  at the  op- 

timum, the slope of the l i n e  tangent t o  the  feasible  s e t  must be equal t o  

the  slope of the l i n e  tangent t o  t he  indifference curve. 

dimensional problem there  are  (n-1) 

for the  indifference curve. 

(n-1) 

In an n-th 

such slopes for  the  feasible  s e t  and 

Thus, the condition for  an optimum i s  tha t  all 

pa i r s  of slopes be simultaneously equal. 
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Solution by I te ra t ion  

This figure serves t o  define the basic i t e r a t ive  approach, and shows an 

Before I discuss t h i s  aspect, I would l i k e  t o  example of how it would work. 

point out t ha t  the non-iterative appi-oach would involve obtaining enough 

information from t he  decision-maker t o  construct good approximations t o  any 

of the infinite family of indifference curves which cover the outcome variable 

space. 

dimensionality of the problem increases. 

One can eas i ly  imagine the  order of magnitude of t h i s  task as the 

To i l l u s t r a t e  the  i t e r a t ive  approach, t h i s  f igure shows the feasible  

s e t  ( the so l id  curve), three of the indifference curves (the three dashed 

c u v e s ) ,  and the  solution point, which i s  circled.  

a c e  curves are not r ea l ly  available t o  the decision analyst. 

Note tha t  the indiffer-  

The i t e r a t ive  approach proceeds as follows. The analyst se lec ts  a 

point,  labeled 1, which based on all his p r io r  information i s  the best 

candidate for  the solution. The analyst then interviewsthe decision-maker 

t o  determine the  decision-maker's trade-off r a t i o  between the outcome vari-  

ables x and x One way t o  obtain t h i s  trade-off r a t i o  i s  t o  ask the 

decision-maker t o  imagine tha t  the outcome vector represented by point 1 has 

been obtained by choosing the corresponding al ternat ive.  Next, present the  

decision-maker with an arb i t ra ry  incremental decrease i n  x , and ask him 

1' how much x would have t o  be increased i n  order t o  of fse t  the loss  i n  x 

Then determine whether a smaller decrease i n  x would decrease the increase 

i n  x required by the same proportion. If not, the incremental decrease 

i n  x must be decreased further.  If the proportion does remain the same, 

the  r a t i o  of the  increase i n  x2 to  the  decrease i n  x defines the trade- 

off  r a t io .  

t o  t he  indifference curve a t  point 1. This tangent l i n e  through point 1 

i s  shown i n  the figure. If  the slope of the tangent l i n e  t o  the feasible  

se t  (not shown i n  the figure) equals t h i s  trade-off r a t i o ,  then we are at  

the solution and we stop, and no fwther  information i s  required zbout the 

preferences of t he  decision-maker. Since i n  t h i s  example the slopes are  

not equal, we know tha t  we are not a t  the solution and we t r y  t o  determine 

a new point which i s  closer t o  the  solution (one measure of the closeness t o  

the solution i s  the  magnitude of the difference between the two slopes).  

1 2' 

1 

2 

1 

2 

1 

1 
Note t h a t  t h i s  trade-off r a t i o  i s  the slope of the tangent l i n e  
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The basic i t e r a t i v e  approach i s  t o  assume t h a t  the  tangent l i n e  repre- 

senting the trade-off r a t i o  i s  a good approximation t o  the  indifference 

curve, and f'urther t h a t  t he  slope o f t h e  indifference curves remains con- 

s t a t  over the outcome space of in te res t .  This assumption allows us to 

define a sub-optimization problem which can be numerically solved t o  y ie ld  

the point labeled 2. 

tangent l i n e  t o  the  indifference curve i n  the  d i rec t ion  of the arrows t o  a 

point where it becomes a tangent l i ne  t o  the feas ib le  se t .  This condition i s  

met a t  point 2. 

Graphically the solution i s  obtained by s l id ing  the 

We now repeat the i t e r a t i o n  cycle by obtaining the  decision-maker's 

trade-off r a t i o s  at point 2, determining whether the solution condition i s  

met, and i f  not, solving a new sub-optimization problem. In  the  example 

shown, point 2 i s  not a solution, and point 3 i s  t he  next point we consider. 

We see t h a t  we are  converging t o  the solution, and i n  addition we see tha t  

each subsequent point i s  s t r i c t l y  preferred t o  the  previous point.  

last  b i t  o f  knowledge i s  not generally available t o  the analyst  but i s  one 

important property t o  insure convergence. 

This 

Note tha t  i f  our p r i o r  information i s  such tha t  a point c loser  t o  the 

solut ion i s  i n i t i a l l y  chosen, very few i t e r a t ions  may be required, implying 

very l i t t l e  required information about t he  preference s t ructure .  
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Oscil la t ion 

One of the  special  problems which a r i s e s  w i t h  t h i s  approach i s  ca l led  

osc i l la t ion .  This occurs when as shown i n  the  f igure the  slope of the  

indifference curve a t  one point equals the  slope of  the feasible  s e t  a t  a 

second point ,  and vice versa. 

then o s c i l l a t e  between the  two points as indicated. 

The i t e r a t i o n  cycle previously described w i l l  
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I t e r a t ion  with Relaxation 

This figure shows a case where divergence may occur and a method for  

assuring convergence. In the  case shown, we start at  point 1 and obtain the 

trade-off r a t i o  represented by the  sol id  l i n e  through point 1 tangent t o  the 

indifference curve through point 1. 

the  next point would be point 2. However, note tha t  point 2 l i e s  on an 

indifference curve which i s  closer t o  the or igin than the  indifference curve 

through point 1. 

Thus, it i s  not hard t o  imagine a case where we continually obtain less pre- 

fe r red  points and must diverge fromthe solution. 

would l i k e  each successive point t o  be s t r i c t l y  preferred t o  the previous 

point.  

Using the  i t e r a t ion  previously defined 

This means t h a t  point 2 i s  l e s s  preferred than point 1. 

To insure convergence we 

One approach t o  guarantee obtaining a point preferred t o  point 1 can be 

derived as follows. Notice t h a t  a t  point 1 we have two tangent l i n e s  which 

a re  both shown i n  the  figure. One is tangent t o  the indifference curve and 

the  other i s  tangent t o  the feasible se t .  Any slope between these two slopes 

can be used i n  the  sub-optimization problem, and as we continuously vary 

the slope between these limits we obtain solutions t o  the sub-optimization 

problem which l i e  between point 1 and point 2 on the feasible  se t .  

t h i r d  so l id  s t ra ight  l i n e  through point 1 i s  one such slope intermediate 

between the  l imit ing slopes. It can be thought of as a ro ta t ion  of the 

trade-off r a t i o  slope as indicated by the arrows. Using t h i s  slope t o  define 

the  sub-optimization problem resul ts  i n  the point 2 ' .  I n  t h i s  case we can 

S2e that point 2 '  i s  s t r i c t l y  preferred t o  point 1. 

The 

It can be shown tha t  there exis ts  some slope intermediate between the 

two l imi t ing  slopes such tha t  the  solution to the  corresponding sub-optimiza- 

t i o n  problem w i l l  be s t r i c t l y  preferred t o  point 1. 

t h a t  if point 1 i s  not the solution, a more preferred point can be obtained 

for t he  next i t e ra t ion .  The question i s  t h a t  i f  we obtain a point such as 
point 2', how do we know tha t  it i s  preferred t o  point l? A t  t h i s  point the 

answer would appear t o  be t h a t  we must ask the  decision-maker h i s  preference 

between the  two points. 

fe r red  t o  the g e n e r a w  point, then the  intermediate slope would have t o  be 

fu r the r  rotated,  or  relaxed, u n t i l  a preferred point i s  obtained. The 

Thus, we are assured 

I f  a point generated i n  t h i s  manner were not pre- 
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intermediate slope i s  obtained by taking a l i nea r  combination of the two 

l imit ing slopes such tha t  the two weighting coeff ic ients  sum t o  one. 

for  the  two-dimension& problem ei ther  weighting coefficient specif ies  t he  

new slope. 

ra t io  i s  called the relaxation coefficient. Thus, a relaxation coeff ic ient  

Thus, 

The coefficient which i s  the  weighting factor for  the trade-off 

of 1.0 specif ies  the trade-off ratio, while a relaxation coefficient of 0.0 

specif ies  the  slope of the l i n e  tangent t o  the feasible  se t .  

This approach i n  i t s  present form i s  not very sat isfactory on two 

counts. 

between two vectors for  each point. This may be d i f f i c u l t  and time-consuming 

for  t he  decision-maker. Indeed it w i l l  be at l e a s t  as d i f f i c u l t  as specify- 

ing the  trade-off r a t i o s  at a given point,  and perhaps not r ea l ly  feasible .  

Second, since a relaxation coefficient must be determined by a trial-and- 

e r ror  type of search procedure, the decision-maker may be forced t o  make 

many preference assessments between pa i r s  of vectors before the next 

i t e r a t ion  point i s  obtained. 

F i r s t ,  the  decision-maker must be asked t o  s t a t e  h i s  preference 
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Alternate Descent Function 

The previous discussion revolved around obtaining a descent function for  

assuring convergence. 

point i n  the outcome, whose minimization i s  equivalent t o  solving the under- 

lying optimization problem. 

value of the descent f’unction decreases from the previous value. In the pre- 

v ious  discussion, the descent function w a s  assumed t o  be the negative of the  

preference function. 

The descent function i s  a f’unction of each i t e r a t ion  

New i t e ra t ion  points aze accepted only i f  the 

T h i s  f igure i l l u s t r a t e s  an al ternate  descent f’unction which can be 

employed. 

optimum point. 

trade-off r a t io s )  t o  the indifference curves a t  each of the three points 

shown. 

l i n e  through point 1 can be al ternately thought of  as a hyperplane which 

divides the en t i re  outcome space into two halves, t h a t  above the hyperplane 

( i .e . ,  t o  the  upper r igh t )  and tha t  below the hyperplane. 

vexity assumption on the indifference carves, and the direct ion of increasing 

preferences, we know tha t  a l l  points s t r i c t l y  preferred t o  point 1 must l i e  

above the hyperplane ( to  be sure, all equally preferred points  and some l e s s  

preferred points a l s o  l i e  on or  above the hyperplane, but a l l  points below 

are  def in i te ly  l e s s  preferred).  

portion of the feasible  a l ternat ive s e t  above the hyperplane. A convenient 

measure of t h i s  subset i s  the union of the  singly, doubly, and t r i p l y  cross- 

hatched areas shown. 

Note t h a t  only one indifference curve i s  shown t o  indicate the 

The three sol id  l i ne  segments represent tangent l i nes  ( i . e . ,  

Consider beginning the i te ra t ions  a t  point 1. The trade-off r a t i o  

Due t o  the con- 

O u r  solution must therefore l i e  on the 

Consider now any point, say point 2,  which l i e s  above the hyperplane at 

point 1. 

above, we obtain the hyperplane through point2 and conclude tha t  the solu- 

t i o n  must l i e  above t h i s  hyperplane also.  

t r i p l y  cross-hatched areas now represents a measure of the subset of the 

feas ib le  s e t  which must contain the  solution. 

If point 2 i s  not the solution, then by a similar argumexk as 

The union of the doubly and 

Again, we choose point 3 such tha t  it l i e s  above all previous hyper- 

planes, and we obtain the t r i p l y  cross-hatched area as a measure of our 

progress. Note tha t  each successive area i s  smaller than the  preceding 

area, and only at  the solution will t h i s  area be equal t o  zero. Note a l so  

V I I - 1  



t ha t  as long as we choose each successive point such tha t  it l ies  above all 
previously generated hyperplanes, we a re  assured tha t  each successive area 

w i l l  be l e s s  than the  previous area. 

the generated points provides us w i t h  a good descent f’unction. 

of t h i s  function over a l l  points i n  the feasible  a l ternat ive se t  i s  equiva- 

l en t  t o  solving the  optimization problem of in te res t .  

Thus, t h i s  area which i s  a f’unction of 

Minimization 

With t h i s  type of descent function there  are  many ways t o  choose the  

next i t e r a t ion  point, including randomly select ing a point which l i e s  above 

the  hyperplanes. However, the i te ra t ion  with relaxation approach could be 

employed with the task of  selecting a sui table  relaxation coefficient 

governed by t h i s  a l te rna te  descent function. 

The significance of t h i s  a l ternate  descent function i s  tha t  no fur ther  

information i s  required f’rom the decision-maker i n  order t o  search for  a 

proper relaxation coefficient.  
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Example of I t e r a t ion  with R e l a a t i o n  

I n  order t o  i l l u s t r a t e  how the  i t e r a t i o n  method works, the r e s u l t  o f  an 

example simulated on the  computer i s  shown i n  t h i s  next f igure.  The example 

i s  a three-dimensional example so that  t he  hyperplanes a re  now two-dimensional 

planes. The representation of  these planes and the indifference surfaces 

and the  complete a l te rna t ive  s e t  on a two-dimensional f igure becomes in-  

feas ib le .  

a l ternat ive s e t ,  and the i t e r a t i o n  points i n  the (x = 0) plane. For t h i s  

example the feasible  a l te rna t ive  set  corresponds t o  points  which s a t i s f y  

Thus, the  f igure simply shows a representation of the  feas ib le  

3 

2 2 
1 + x 2  + x  = 100 , 
9 4  

X - 

iqhen x = 0 these points  f a l l  on the segment of an e l l i p s e  shown as the  
3 

s o l i d  curve i n  the  figure.  For values of x > 0 , the  x1 and x com- 

ponents w i l l  l i e  within the  convex region bounded by the  so l id  curve, and 

the two axes. The preference function was assumed t o  be 

3 2 

2 * x 3  f(X) = x1 x - 
The x1 and x components o f t h e  solution a re  represented by the  c i rc led  

point i n  the figure.  

x - x = 9.5, and x 
assumed tha t  t he  resolut ion capabi l i ty  of the decision-maker i n  specifying 

h i s  trade-off r a t i o s  w a s  0.001. Thus, the  i t e r a t i o n  was  terminated when 

the trade-off r a t i o  w a s  within 0.001 of the feas ib le  s e t  tangent slope. 

2 
I t e r a t ion  was a r b i t r a r i l y  begunat point 1 where 

s a t i s f i e s  the feas ib le  s e t  equation. It was also 3 1 -  2 

From the discussion thus far of i t e r a t i o n  w i t h  relaxation, it w a s  im- 

p l i e d  t h a t  at each i t e r a t i o n  an i n i t i a l  re laxat ion coeff ic ient  of 1.0 be 

used. However, t h i s  i s  an area where the  decision analyst  can use h i s  p r i o r  

information t o  se l ec t  some i n i t i a l  re laxat ion coeff ic ient  between 0.0 and 

1.0. 

l i n e a r ,  an i n i t i a l  re laxat ion coefficient at  or near 1.0 would be appropri- 

a te .  On the  other  hand, a high degree of nonl inear i ty  would indicate  an 

i n i t i a l  relaxation coefficient closer t o  0.0. A neutral  i n i t i a l  re laxat ion 

coef f ic ien t  might be 0.5. 

If it seems t h a t  the  decision-maker's preference function i s  very 

This value w a s  employed i n  the example. 



The r e su l t  of the simulated computer run w a s  t ha t  f ive  i te ra t ions  were 

required t o  reach the  solution. 

i t e r a t ion  and the solution w a s  too small t o  show up i n  scaile of the figure. 

Actually, the  resolution l imi t  of 0.001 i s  too low t o  be r e a l i s t i c ,  and a 

higher resolution figure might have been employed t o  stop a t  i t e r a t ion  3, 
which i s  probably close enough t o  the  solution. 

The difference between the  fourth and f i f t h  

It i s  interest ing t o  note tha t  t h i s  example would have osc i l la ted  i f  

relaxation were not employed. 

were used, about 11 i te ra t ions  would be required. 

note that, fo r  t h i s  example, the relaxation coefficient never had t o  be 

reduced below 0.5 t o  obtain a decrease i n  the  descent f’unction when e i the r  

the negative preference f’unction or the hyperplane generated area function 

w a s  employed as the descent function. 

If an i n i t i a l  relaxation coefficient of 1.0 

It i s  a l s o  interest ing t o  
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Gaps - 
Another special  problem t h a t  might be encountered i s  the problem 

of gaps. A gap occurs when the feasible  s e t  i s  no longer convex as 

shown i n  t h i s  figure. The region of the gap i s  the  region where the 

boundary of the feasible  a l ternat ive se t  does not correspond t o  the con- 

vex hu l l  o f t h e  se t .  The convex hu l l  i n  the gap i s  shown by the dashed 

s t ra ight  l i n e  i n  the figure.  The dashed curved l i n e  represents the in- 

difference curve defining the solution point. 

dimensional example shown the  solution l i e s  i n  the gap. 

i s  t h a t  the solution t o  any of the sub-optimization problem w i l l  not 

fa l l  i n  the gap even i f  the s tar t ing point i s  selected i n  the gap. 

Thus, the i t e r a t ion  method w i l l  not work i n  t h i s  case. Note, however, 

t h a t  i f  a gap existed but the  solution did not l i e  i n  the gap, the 

i t e r a t ion  method would work. 

Note tha t  for the two- 

The d i f f i cu l ty  
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Coordinate Descent Method 

One method which would be capable of obtaining a solution i n  a 

gap i s  ca l led  t h e  coordinate descent method. The method i s  a coordinate 

descent method i n  the context o f  problems with grea te r  than two dimen- 

sions. For su1. n-dimensional problem, the  idea  i s  t o  choose a s t a r t i ng  

point ,  and keeping a l l  but two coordinates fixed, search one of these 

coordinates for  a more preferred point,  and determine the f i n a l  co- 

ordinate f r o m  the feas ib le  se t  constraint .  A new coordinate direct ion 

i s  then selected and the search i s  continued along the direct ion of 

t h e  new coordinate. The two-dimensional problem represented i n  the 

next f igure i l l u s t r a t e s  a typical  coordinate search. In  t h i s  case the 

2 
search direct ion corresponds t o  the  x coordinate direct ion,  and x 

i s  uniquely determined for  each value of 

constraint .  

1 

x1 by the  feas ib le  s e t  

One feature  of the coordinate descent method i s  tha t  it can be 

implemented with much l e s s  information f'rom the  decision-maker per 

i t e r a t ion .  

number of i t e r a t i o n s  required. 

However, the cost of t h i s  advantage i s  an increase i n  the 

The coordinate descent i t e ra t ions  proceed as follows. A t  the  

s t a r t i n g  point (point 1 i n  the  f igure)  the decision analyst determines 

the  slope of the feasible  a l te rna t ive  s e t  and then asks the decision- 

maker whether h i s  trade-off r a t i o  at  t h a t  point i s  greater  than o r  l e s s  

than t h i s  slope. 

higher dimensional problems we a re  not necessar i ly  a t  the solut ion when 

t h i s  happens, but t h i s  event signals t h a t  a new coordinate direct ion 

should be t r i e d ) .  When the  trade-off r a t i o  i s  greater  than the  slope 

of the  feas ib le  s e t ,  we know tha t  any preferred point must l i e  i n  the 

d i rec t ion  of the posi t ive 

the  arrow at point 1). 

the  opposite direct ion would be indicated. 

employed i n  select ing the value of the  x 1 
including an asb i t ra ry  selection. In any case, the procedure i s  re-  

peated at  point 2 and the  resu l t  i s  t h a t  points  preferred t o  point 2 

must l i e  t o  the r igh t ,  while all points  t o  the l e f t  are  l e s s  preferred.  

If it i s  neither,  then we a re  a t  the solution ( in  

xl coordinate (as shown by the direct ion of 

If the trade-off r a t i o  were l e s s ,  a search i n  

Any technique might be 

coordinate for  point 2 

x-1 



Thus, i n  t h i s  case point 2 must be preferred t o  point 1. 

In  a higher dimensional problem we have a choice at point 2 e i the r  

t o  f ind  a more preferred point along the  same coordinate, or t o  change 

the  coordinate d i rec t ion  o f  the search. However, i n  the two-dimensional 

problem shown we continue by selecting point 3 somewhere t o  the r igh t  

of point 2. A t  point 3 we find t h a t  we must reverse the  direct ion of 

the  search so t h a t  point 4 must l i e  between points  2 and 3. 
we must stop near the solution. 

Eventually 

Note t h a t  i f  the order of select ion of points  2 and 3 were reversed 

and i f  we had a higher dimensional problem, we could not have changed 

the  direct ion of search af'ter select ing the  second point ,  since we would 

not know whether it was preferred t o  the first point or not. After 

the  t h i r d  point ( t h i s  now corresponds t o  point 2 i n  the  figure) we cam 

change direct ion.  Thus, the minimum condition t o  allow a change i n  

search coordinate d i rec t ion  i s  t h a t  the  direct ion of search along the  

o ld  coordinate a t  the  time we wish t o  change coordinates must be the 

same as the  d i rec t ion  of the search ( i . e . ,  the  pos i t ive  or  negative 

direction) from the  s t a r t i n g  point. 

ference when we change coordinates. 

This insures an increase i n  pre- 

x-2 
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Example of Coordinate Descent Method 

The same thres-dimensional problem solved by computer simulation 

using the i t e r a t ion  method with relaxation w a s  solved using the coordin- 

a t e  descent method. The resul t  i s  shown i n  t h i s  next figure. The two 

possible coordinate directions correspond t o  the x and x co- 

ordinate directions.  The solution point i s  circled,  and only those 

i t e r a t ion  points corresponding t o  changes i n  coordinate directions are  

shown and numbered. Point 7 was a special  case where an attempt w a s  

made t o  change coordinate directions but it was discovered tha t  only a 

continuation i n  the same direction could r e su l t  i n  improvement. 

1 2 

Under the same stopping rule as previously discussed, 46 i te ra t ions  

were required t o  reach the solution. Again, note tha t  a more r e a l i s t i c  

stopping ru le  would probably stop us at point 15, which may be close 

enough t o  the t rue  solution. 

questions required t o  be asked of the decision-maker for each of the 

two methods discussed thus far, i t  should be noted tha t  one in te ra t ion  

of the  i t e r a t ion  method with relaxation requires two trade-off ques- 

t i ons  (i .e. ,  between x and x and between x and x ) whereas one 

i t e r a t ion  of the coordinate descent method requires only one trade-off 

question. 

trade-off questions, we should multiply the i t e r a t ion  with relaxation 

r e s u l t s  by a factor of two. 

In terms of the number of trade-off 

3 2' 3 1 

Thus, i n  comparing the two methods i n  terms of number of 

We see tha t  with the decision-maker'sresolution threshold of 0.001, 

the coordinate descent method requires 4.6 times as many trade-off 

questions. On the other hand, i f  we had stopped sooner as discussed 

above, the coordinate descent method would require only 2.5 times as 

many trade-off questions. 

t o  have a slower r a t e  of convergence as the solution i s  approached. 

Thus, the coordinate descent method appears 

It should be especially noted t h a t  although the coordinate descent 

method requires more trade-off questions, the questions should require 

l e s s  e f for t  by the decision-maker t o  answer. Thus, i n  terms of the  

decision-maker's cost i n  time and e f fo r t ,  it i s  not c lear  which method 

i s  be t t e r .  

a t  some point l i k e  point 7 from the coordinate descent method t o  the 

One approach might be t o  combine the two methods by switching 

X I - 1  



i t e r a t ion  method with relaxation. This l a s t  comment only applies i f  the  

solution does not l i e  i n  a gap. 

Finally, the typ ica l  s ta i rcase pa t te rn  t h a t  develops a f t e r  a number 

of i t e r a t ions  when using the coordinate descent method suggests t h a t  a 

search direct ion aligned somewhere between the two coordinates might 

be selected at some point t o  provide a more e f f i c i en t  search. 
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Secant Method 

Another method t h a t  can be applied t o  the solution of the i n u l t i -  

a t t r i b u t e  problem is  the secant method. The secant method i s  capable 

of finding the solut ion even when the solution l i e s  i n  a gap. The 

secant method i s  motivated by considering the difference between the 

trade-off r a t i o  and the feasible a l te rna t ive  s e t  as a f’unction of the  

outcome variable x 

by the feasible  se t  constraint .  

designated x1 and the feasible s e t  slope i s  designated Y1 . Thus, 
t he  f’unction we are  interested i n  i s  

i n  the f igure represents t h i s  flulction. 

l , o r  - Y  = O  . f o r  i s  the  point where = y 

This point i s  c i r c l ed  i n  the figure. 

The remaining outcome variable x i s  determined 
1 ’  2 

In  the f igure,  the trade-off r a t i o  i s  

. The curved so l id  l i n e  1 - y1 
The solut ion we are  looking 

1 1  

The secant method requires two points  t o  i n i t i a t e  it, such as points  

1 and 2. The values of x at  these two points can be selected by any 

other  technique. The values of xl - Y1 at these points  a re  obtained 

as before by asking the decision-maker h i s  trade-off r a t i o s  a t  these 

points .  

curve i s  approximated by the l inear  curve ( i . e . ,  the  dashed l i n e ) .  

approximation indicates  the solution might be point 3. 
of 

a l i n e a r  approximation o f t h e  f’unction using points  2 and 3. 
approach the solution, the l i n e a r  approximation becomes b e t t e r  and we 

should converge t o  the  solution. 

1 

Given points  1 and 2 w e  temporarily assume tha t  t h e  nonlinear 

This 

Since the  value 

at  point 3 i s  not zero, we continue our search by assuming - Y1 
As we 

Note t h a t  at each stage we have two points  which form a bas is  for  

the l i n e a r  approximation. 

i n t o  the  basis ,  and are  required t o  drop one point from the  basis .  

we have a choice. 

or point 2. 

at  point 1 i s  la rger  than - Y1 at  point 2. If t h i s  had been 

reversed we might choose t o  drop point 2 and form OUT l i n e a r  approxi- 

mation using points 1 and 3. 
o ldes t  point ( i .e . ,  point 1) . 
be made at  t h i s  point about which i s  the  b e t t e r  s t ra tegy  since t h i s  

As we obtain a new point,  we introduce it 
Here 

In  the  example we could have dropped e i the r  point 1 

We are  motivatedto drop point 1 by the  f ac t  t h a t  x1 - Y1 

Another approach would be t o  drop the 

There i s  no general statement t h a t  can 
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would be strongly influenced by the par t icu lar  nonlinear function with 

which we were working. However, i s  some cases, as i n  t h i s  example, the 

two s t ra teg ies  a re  equivalent. 

I n  any case, i n  order t o  insure convergence we require a descent 

f’unction as before. 

hl - y1 . 
i t e r a t e  i s  chosen t o  decrease th i s  descent function, the two s t ra teg ies  

for  updating the basis  w i l l  be equivalent. 

t o  modify the method s l i g h t l y t o  insure being able t o  obtain a new point 

with an improvement. We do th i s  by selecting as our next i t e r a t e  some 

point which i s  a l inear  combination of the  point determined by the 

l i nea r  approximation and the l a s t  point such t h a t  the descent function 

i s  decreased (i.e.,  i n  the example, the next i t e r a t e  af’ter point 2 might 

be some l inea r  combination of points 2 and 3).  Again, t h i s  i s  analogous 

t o  the search required for  the relaxation coeff ic ient ,  and it suffers  
from the same disadvantages. A s  before, we can employ the hyperplane 

generated area f’unction as an al ternate  descent f’unction and avoid 

most of these d i f f i cu l t i e s .  

One possible descent function i s  the magnitude of 

If t h i s  descent f’unction i s  chosen and i f  each successive 

However, it i s  necessary 

The secant method has been discussed i n  a two-dimensional problem 

context but can be readi ly  extended t o  n-dimensional problems. 

such cases the optimization problem can be reddced t o  solving 

nonlinear simultaneous equations. 

I n  

(n-1) 
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Examde o f  Secant Method 

The same three-dimensional example solved previously has been 

solved by the secant method and the  r e s u l t s  are indicated i n  t h i s  next 

figure. Note t h a t  the secant method requires s i x  i t e r a t ions  t o  reach 

the solution. This i s  one more i t e r a t i o n  than t h e  basic i t e r a t i o n  

method with relaxation. However, as s ta ted  before, the secant method 

i s  applicable even i n  cases where the  solution l i e s  i n  a gap. Again, 
we ca.n note t h a t  a more r e a l i s t i c  stopping ru l e  might stop a t  point 4 
which may be close enough t o  the solution. 

X I I I - 1  
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Summary of Results 

A second example problem was constructed and simulated on the com- 

puter which differed f'rom the f i r s t  example only i n  the preference 

function. The new preference function w a s  similar i n  form t o  the old 

but differed i n  the  values of cer ta in  parameters. 

w i l l  be cal led case 1 and the second, case 2. 

each method f ive  times using a different  s t a r t i ng  point each time. The 

average number of i t e ra t ions  required for  each of two a l te rna te  thresh- 

olds w a s  computed and the resul ts  are tabulated i n  t h i s  next figure. 

The first example 

Each case w a s  solved by 

The upper two rows of the  tab le  show the r e su l t s  when the resolu- 

t i o n  threshold i s  0.001 and the lower two rows when it i s  increased t o  

0.01. Note t h a t  the  secant method requires about two more i t e r a t ions  

than the i t e r a t ion  method with relaxation. 

the  coordinate descent method we should multiply them by a factor  of 

two. 

depending on the threshold and the  case. However, notice tha t  the lower 

the  resolution threshold, the more rapidly the required number of in te r -  

a t ions increases as compared t o  the  other two methods. 

unique advantage of the coordinate descent method concerning the l o w  

amount of information required per i t e r a t ion ,  these r e su l t s  suggest a 

combined approach using the coordinate descent method t o  get t o  the 

neighborhood of the solution, and switching t o  the i t e r a t ion  method 

with relaxation or  the secant method t o  converge t o  the solution. 

To compare these r e su l t s  t o  

The coordinate descent method requires from 40 t o  100 i te ra t ions  

Due t o  the  

Further research work w i l l  be concerned with how the  decision 

analyst can use decision analysis techniques t o  decide at  each cycle 

of the i t e r a t ion  whether t o  stop o r  continue, and i f  t o  continue, which 

method t o  employ for  the next i t e ra t ion .  
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Discrete Alternatives 

I n  general, the  decision problem may not be formulated with a con- 

tinuum of d t e r n a t i v e s  and outcomes as discussed up t o  t h i s  point. The 

feasible  se t  may simply consist of several discrete  outcomes (correspond- 

ing t o  discrete  a l ternat ives)  as indicated by the black dots. 

handle t h i s  problem as  a continuous problem by joining the points by 

s t ra ight  l i nes  t o  form the  convex hu l l  o f  the feasible  se t .  

case, we may get one of two types of resu l t s .  

t o  one of the discrete  points in  which case we w i l l  have the t rue  solu- 

t ion.  

shown i n  the figure where the  solution t o . t h e  convex h u l l  problem l i e s  

on the l i n e  between two of the discrete  points, and our methods w i l l  

converge t o  t h i s  point,  which does not belong t o  the discrete  feasible  

se t .  

t a in ing  the solution t o  two discrete points. 

problem t h i s  subset w i l l  contain at most n points.) 

We can 

In  such a 

F i r s t ,  we may converge 

(This case i s  not shown i n  the figure.) Amore l i ke ly  case i s  

However, we w i l l  have reduced the subset of the  feasible  se t  con- 

(For the n-dimensional 

A t  t h i s  point we cannot find which point of the  subset i s  the solution. 

There are several approaches which can be pursued t o  make the f i n a l  

selection. F i r s t ,  the  member o f  the  subset lying closest  t o  the  solu- 

t i o n  t o  the convex hu l l  problem can be a r b i t r a r i l y  tczken as the best  

approximation t o  the solution. 

maker t o  make a f ina l  selection based on h i s  perceived preferences. 

A t h i r d  approach i s  t o  attempt t o  construct a new discrete  a l ternat ive 

point i n  the neighborhood of the convex h u l l  solution and determine by 

a repeat of one of the methods whether it i s  a solution o r  whether a 

new convex hu l l  solution i s  obtained which does not belong t o  some sub- 

s e t  of discrete  points. 

economical i n  order t o  get closer t o  the  solution. 

A second approach i s  t o  ask the  decision- 

This process can be repeated as of'ten as i s  





D i s cre t e Alternative Iter a t  ion 

The previous discussion suggests an approach tha t  might be used 

when the  construction of alternatives i s  i t s e l f  a cost ly  process which 

we would l i k e  t o  minimize. 

the approach i l l u s t r a t e d  i n  this next figure. 

embedding not only the preference assessment task,  but a l so  the a l t e r -  

native construction task i n  the optimization process. 

I n  such a case, we might want t o  follow 

This approach involves 

Referring t o  the figure,  consider constructing a single a l ternat ive 

represented by point 1 i n  the  outcome space. 

ask the decision-maker what his trade-off r a t i o  i s .  This information 

i s  represented by the  so l id  l ine  through point 1. 

t h i s  l i n e  i s  a hyperplane such that a l l  points i n  the space t o  the 

lower l e f t  of it are l e s s  preferred than point 1. 

point preferred t o  point 1 it must l i e  t o  the upper r igh t  of t h i s  hyper- 

plane. 

l i e s  t o  the upper r ight .  

new al ternat ive point ccln be constructed which l i e s  i n  t h i s  

he then knows t h a t  point 1 i s  t he  optimum. 

can be constructed such t h a t  thecorrespondingoutcome i s  a point such 

as point 2, the  process can be repeated unt i l  a solution i s  obtained 

or the  region where a solution must l i e  has been suf f ic ien t ly  reduced. 

This f i n a l  idea w i l l  be further developed i n  the next phase of  my 

research. 

A t  point 1 we can then 

As discussed before, 

If there  i s  some 

This suggests t ha t  a new al ternat ive should be sought which 

I f  the analyst can convince himself t ha t  no 

.Zion, 

However, i f  an al ternat ive 
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A p r i l  30, 1970 

SOME COMMENTS ON THE FIRST PASS OF THE LIMITED 

MANNED SPACE FLIGIIT PILOT S'I'UDY 

BY 

RICHARD D. SbNLLWOOD 

This  memorandum i s  a commentary on t h e  genera l  approach by t h e  Mission Analysis  

Div is ion  p i l o t  s tudy  o f  a l i m i t e d  manned space f l i g h t  program. 

emphasis i s  g iven  t o  t h e  r e s u l t s  o f  t he  f i r s t  pass  o f  t h a t  p i l o t  s tudy  as docu- 

mented i n  t h e  memorandum of March 20, 1970. 

recommendations f o r  t h e  next  phase o f  t h i s  p i l o t  s tudy :  

P a r t i c u l a r  

This  memorandum p r e s e n t s  t h r e e  

a. The eva lua t ion  o f  outcomes should maintain a c a r e f u l  d i s t i n c t i o n  

between outcome v a r i a b l e s  and va lue  v a r i a b l e s .  

b .  The va lue  s t r u c t u r e  f o r  t h e  var ious environmental  elements should 

be c a r r i e d  ou t  as a s e p a r a t e  a c t i v i t y  from t h e  d e s c r i p t i o n  o f  ou t -  

comes. These two r e s u l t s  should then  be combined t o  eva lua te  t h e  

r e l a t i v e  worth o f  t h e  outcomes. 

The a n a l y s i s  should b e  expanded somewhat t o  inc lude  some o f  t h e  

major u n c e r t a i n t i e s  a s soc ia t ed  wi th  each a l t e r n a t i v e .  

some cons ide ra t ion  should  be  given t o  s t r u c t u r i n g  more then  j u s t  t h e  

nominal outcome f o r  each o f  the program a l t e r n a t i v e s .  

c .  

I n  p a r t i c u l a r ,  

The fo l lowing  i s  a b r i e f  o u t l i n e  of one scheme f o r  accomplishing t h e  eva lua t ion  

phase o f  t h e  p i l o t  s tudy .  

l i n e  by Roger Arno i n  h i s  memorandum, although i t  i s  somewhat s impler  i n  d e t a i l .  

The scheme is  s imilar  i n  phi losophy t o  t h e  one out -  

The main o b j e c t i v e  of t h e  eva lua t ion  phase i s  t o  a s s ign  some measure of r e l a t i v e  

worth t o  t h e  outcomes a s s o c i a t e d  with each a l t e r n a t i v e  program. 

measures can b e  q u a l i t a t i v e  s ta tements ,  o r d i n a l  p re fe rences ,  formal q u a n t i t a t i v e  

measures,  o r  any combination of t hese .  

t h a t  i s  used t o  c a r r y  o u t  t h i s  eva lua t ion  process .  

These worth 

Figure 1 i l l u s t r a t e s  t h e  genera l  s t r u c t u r e  

On t h e  l e f t -hand  s i d e  a r e  t h e  
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f o u r  a l t e r n a t i v e  programs; t h e  problem is t o  dcc ide  which o f  t h e s e  programs should 

b e  conducted by t h e  agency. The second series o f  branches on t h i s  d e c i s i o n  tree 

r e p r e s e n t  t h e  outcomes a s s o c i a t e d  with each program. 

a s i n g l e  outcome fo r  each o f  t h e  programs was inc luded ,  a l though l a t e r  passes  may 

cons ide r  a more d e t a i l e d  s t r u c t u r i n g  of t h e  outcomes. In  any case, t h e s e  outcomes 

g e n e r a l l y  r e p r e s e n t  a r a t h e r  complex s e r i e s  o f  even t s  t h a t  have occurred  as a 

r e s u l t  o f  t h e  d e c i s i o n  t o  engage i n  t h a t  program. 

F igure  1 r e p r e s e n t  t h e  s e t  o f  numbers necessary t o  s p e c i f y  each outcome. 

dimensions f o r  t h i s  se t  o f  numbers w i l l  be  c a l l e d  outcome v a r i a b l e s  i n  t h i s  memo- 

randum. 

terms.  Thus, from Table 1 o f  t h e  March 20 memo, t h e  fo l lowing  outcome v a r i a b l e s  

could be used: number o f  f o r e i g n  nat ions coopera t ing  i n  t h e  program, launch d a t e  

f o r  t h e  space  s t a t i o n ,  maximum gap i n  manned space  f l i g h t  miss ions ,  average number 

o f  manned space  f l i g h t  launches pe r  year,  number o f  s c i e n t i s t s  i n  o r b i t ,  s p e c i f i c  

q u a n t i t i e s  o f  s c i e n t i f i c  d a t a  ga thered ,  s e r v i c e s  rendered t o  va r ious  segments o f  

our  s o c i e t y ,  compet i t ive  v i c t o r i e s  over t h e  U.S.S.R., and new t echno log ica l  capa- 

b i l i t i e s  f o r  f u t u r e  e x p l o i t a t i o n .  

outcome under cons ide ra t ion  a set o f  numbers o r  s ta tements  t h a t  e s s e n t i a l l y  d e f i n e s  

t h e  outcome. 

Thus, i n  t h e  first pass  on ly  

The f a r  r igh t -hand b racke t s  i n  

The 

The i n t e n t  he re  i s  t o  s p e c i f y  each outcome i n  very s p e c i f i c  t echno log ica l  

Thus, we can imagine cons t ruc t ing  f o r  each 

The nex t  problem i s  t o  dec ide  what segments o f  NASA's environment should b e  cons ider -  

ed i n  e v a l u a t i n g  each of t h e s e  outcomes. 

March 20 memo i s  a good l i s t  of  t h e s e  elements.  

response  of  each of t h e s e  environmental e lements  t o  t h e  outcomes o f  t h e  f o u r  pro-  

grams, t h e  f irst  s t e p  i s  t o  encode t h e  response  o f  each environmental  element t o  

each o f  t h e  outcome v a r i a b l e s .  

i n  which each c e l l  r e p r e s e n t s  t h e  response o f  t h a t  environmental  element t o  t h e  

outcome v a r i a b l e .  

The l e f t -hand  column i n  Table  1 from t h e  

In a t tempt ing  t o  d e s c r i b e  t h e  

Thus, we can imagine a ma t r ix  as shown i n  F igure  2 

The technique used t o  r eco rd  t h e  e n t r y  i n  each c e l l  o f  t h e  matrix 
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i s  a d e c i s i o n  t h a t  must be made by t h e  a n a l y s i s  s t a f f .  

wi th  t h c  March 20 memo would be  a s e r i e s  of p luses  and minuses w i t h  a p lus  dcnot ing  

a f avorab le  response:  a minus, a nega t ive  response ;  a zero ,  i n d i f f e r e n c e ;  and a 

b lank ,  ignorance.  The important  p o i n t  i s  t h a t  t h e  e n t r i e s  i n  t h i s  ma t r ix  should  

be  cons t ruc t ed  more o r  less independently of t h e  a l t e r n a t i v e  programs and outcomes 

under cons ide ra t ion .  

A technique c o n s i s t e n t  

Once t h i s  has  been accomplished we can imagine using t h i s  mat r ix  t o  compare t h e  

outcome v a r i a b l e s  f o r  each outcome and thus  a r r i v e  a t  a composite eva lua t ion  o f  

each outcome f o r  each environmental  element. 

Figure 3 .  The advantages o f  a scheme such a s  t h i s  a r e  t h a t  t h e  va lue  s t r u c t u r i n g  

o f  each environmental  element i s  carried ou t  s e p a r a t e l y  from t h e  eva lua t ion  o f  t h e  

outcomes. Maintaining t h i s  d i s t i n c t i o n  should c l a r i f y  some of t h e  s t e p s  i n  t h e  

eva lua t ion  process .  

This  process  is i l l u s t r a t e d  i n  

In  some c a s e s  it may b e  necessary  t o  expand t h e  l i s t  of environmental  elements i n  

F igure  2 t o  account f o r  s e v e r a l  a spec t s  o f  a s i n g l e  element.  For example, it may 

be  d e s i r a b l e  t o  decompose t h e  European element i n t o  two components, i t s  a t t i t u d e  

toward U.S. p r e s t i g e  and i t s  a t t i t u d e  towards coopera t ion  wi th  t h e  United S t a t e s .  

By main ta in ing  t h i s  d i s t i n c t i o n  between environmental  elements and outcome v a r i a b l e s  

and by s e p a r a t i n g  t h e  eva lua t ion  of  environmental p re fe rences  from eva lua t ion  o f  

outcomes, some of t h e  eva lua t ions  i n  Table 1 o f  t h e  March 20 memo can be brought  

i n t o  s h a r p e r  focus.  

t o  e l i m i n a t e  t h e  e n t r y  "enhances na t iona l  p r e s t i g e "  as an outcome v a r i a b l e  and 

i n c o r p o r a t e  it i n s t e a d  as one o f  t h e  na t iona l  goa ls .  In  a d d i t i o n ,  it should now 

be  p o s s i b l e  t o  dec ide  by looking a t  t h e  completed matrices i n  Figures  2 and 3 t o  

dec ide  whether o r  no t  a p l u s  o r  minus in Table  1 r e p r e s e n t s  a f a i l u r e  on t h e  p a r t  

of t h e  outcome t o  supply t h a t  outcome va r i ab le  o r  a nega t ive  view on t h e  p a r t  of 

For example, a t  the p r e s e n t  time it would seem more reasonable  
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t h e  environment toward t h a t  p a r t i c u l a r  outcome v a r i a b l e .  

The t h i r d  recommendation f o r  t h e  second pass  i n  t h e  p i l o t  s tudy  sugges t s  t h a t  more 

than  one outcome for  each a l t e r n a t i v e  be cons idered  t o  a c c o u n t , f o r  u n c e r t a i n t y  i n  

t h e  outcome o f  a program. The reasons f o r  t h i s  recommendation are:  

a. Uncer ta in ty  i n  t h e  outcomes of a program are an important  r e a l i t y  t h a t  

should be considered i n  any planning process .  

Some a t tempt  should be  made t o  in t roduce  a n a l y s i s  o f  u n c e r t a i n t y  i n  

t h e  long-range p lanning  process wi th in  NASA. 

I t  w i l l  b e  i n s t r u c t i v e  on t h e  part  o f  our  MAD group t o  ga in  exper ience  

i n  t h i s  p a r t  o f  t h e  planning process .  

b .  

c. 

The cons ide ra t ion  o f  u n c e r t a i n t y  i s  o f  course  no t  an a l i e n  t o p i c  t o  NASA -- a t  

leas t  a t  t h e  o p e r a t i o n a l  l e v e l  -- as  witness  t h e  va r ious  contingency p l ans  and 

redundancy systems b u i l t  i n t o  N A S A ' s  hardware. 

wi th  such an awareness o f  t h e  vagar ies  o f  f o r t u n e  should c a r r y  o u t  i t s  planning 

on a s t r i c t l y  nominal b a s i s .  

t i v e  u l t r a  s o p h i s t i c a t e d  t rea tment  o f  unce r t a in ty  f o r  t h e  p i l o t  s tudy .  

i s  a recommendation t o  inc lude  a few se r ious  outcomes f o r  each program t h a t  a r e  

n o t  n e c e s s a r i l y  t h e  i d e a l  o r  nominal ones. 

I t  i s  s t r a n g e  then  t h a t  an agency 

This  i s  not a recommendation t o  implement an exhaus- 

Rather  it 



IIenry Olender 
August 17, 1970 

Development of the Mathematical Structure of the Multi-Level, 
Multi-Attributed Problem 

A t  t h i s  point of my research in to  the methodology fo r  determining 

the. worth of multi-attr ibuted space program a l te rna t ives  with respect t o  

groups having a high degree of common values and concerns, it would be 

usef'ul t o  consider the general mathematical framework of the problem so 

t h a t  various approaches t o  the problem can be outlined and t h e i r  i n t e r -  
c 

re lat ionship made vis ible . '  I n  par t icular ,  t h i s  w i l l  a l so  allow exposition 

of where the multi- level a t t r ibu te  approach which I have been advocating 

f i t s  i n t o  the overal l  picture.  

The mathematical development s t a r t s  from the general form of the 

d i f f e r e n t i a l  equation describing a preference function of an individual 

or group, and develops the implications of various ass-mpticns tha t  can 

be made concerning t h i s  d i f f e ren t i a l  form. 

Let us s t a r t  by assuming that  any given a l te rna t ive  can be encoded i n t o  

a vector of outcome variables which are  continuously quantifiable over some 

in te rva l .  Designate t h i s  outcome vector as 

Also assume t h a t  there ex is t s  a continuous, different iable  worth function 

which i s  a r e a l  valued function of the vector x, and which encodes an 

individual ' s  o r  group's preferences f o r  a given outcome. We designate 

t h i s  worth function as 

w = W ( X l , .  . . ,Xn)  = w ( x )  

The d i f f e ren t i a l  form of Eq. (2) can be expressed as 

1 



I n  general, t he  p a r t i a l  derivatives i n  Eq. ( 3 )  are  a l so  functions of 

the  vector  x. By defining 

we can rewrite Eq. (3) as 

i 

Since Eq. ( 3 )  i s  an exact d i f f e ren t i a l  we can obtain w by the  following 

l i n e  i n t e g r a l  form. 

w =  1 
i f o r  

for 
j > i  

j < i  

J 

of  integrat ion.  

Without any 

no t  f i n d  Eq. (6)  

assumptions t h a t  

where the  c , ' s  a r e  a rb i t r a ry  constants, and the s . ' s  are  dummy variables  
J 

fu r the r  knowledge of the functional form of A i ( x ) ,  we do 

pa r t i cu la r ly  useful. We thus seek t o  f ind  reasonable 

can be made concerning A i ( x )  and derive the implied 

funct ional  form of w and means t o  t e s t  the reasonableness of the  under- 

l y i n g  assumptions. 

The first  assumption we can make i s  that  

~ ~ ( 5 )  = a i J  a constant ( 7 )  

This i s  a very r e s t r i c t i v e  assumption which states tha t  the worth function 

i s  l i n e a r  i n  each of the outcome var iab les  and t h a t  the incremental change 

of the'worth f'unction,due t o  a change i n  one outcome variable  i s  independent 

of the  +ali;c of all other c i i t C G m e  variables. 
- 

Eq1-1ati.m (7) irn?l.lies th.2.t 

2 



w =  C a i x i  , 
i 

* 
where the constant of integration has been assumed t o  be zero. 

f o r  which t h i s  assumption i s  valid implies t ha t  n weighting coeff ic ients  

Any problem 
.. 

with respect t o  the n outcome variables need be evaluated t o  obtain w. 

Alternatively, we can wri te  Eq. (8 )  as 
- - - -. 

n-1 

w = a  n n  [x + 2 b i x 4  
c i=l 

I n  t h i s  form we need only evaluate the n-1 weighting coeff ic ients  bi, 

since we are  only in te res ted  i n  re la t ive  diffgrences i n  worth between 

a l te rna t ives  and may thus assume a = 1. n 

Although we cannot expect t h i s  assumption t o  be va l id  over a l l  the  

outcome variables specif ied for a given decision problem, we may f ind  t h a t  

it 

case, the problem can be decomposed and reduced i n  complexity i n  the 

following manner. 

holdsfor some subset of the outcome variables.  When such i s  the 

Let the index s e t  be I, and consider a pa r t i t i on  of th i s  index 

set  i n t o  J and K, where J U K = I and U n K = $, the nu l l  s e t .  

Assume tha t  

and 

li(x) = ai for  i e J 

- -~ * 
Since we a re  only in te res ted  i n  the difference i n  worth between al ternat ives ,  
we need no? concern ourselves with th i s  constant. 

3 

. _. 



where 

- x' = (Xi ,xi ,.",Xi ) 
1 2  m 

and 

ik e K, and m 5 n . 

Then we can wri te  

w =  a. x + i i  

c 

c 
i CK fo r  

f o r  

j > i  

j < i  

-] 
Thus, the problem decomposes in to  cleriGing n-m weighting coeff ic ients ,  and 

reducing t h a t  portion of the  problem f o r  which more sophis t icated techniques 

a re  required t o  an m-dimensional problem. 

Another assumption one might make i s  t h a t  
_-  

I . ( & )  1 = ai Yi(Xi) 

We can then wr i te  

Le t  

Then 

X i 
w = c ai J $ X i h i  

C i . i  

W = C  a.  1 1  u.(xi) 
. i  

4 



EGuation (16) indicates  tha t  the worth function has an additive 

representation, and has been decomposed i n t o  the problem of deriving n 

r e a l  valued functions of r ea l  variables and n weighting coefficients.  

Actually, as  before, only n-1 weighting coeff ic ients  a re  required. 

Presumably, the derivation of the il functions i.s feasible,  and several  

methods employing worth scoring o r  choice of l o t t e r i e s  have been proposed 

f o r  t h i s  problem (see Miller [l] and Raii'fa [2 ] ) .  

!Lke necessary assumption implies an independence of the e f f ec t  of an 
, 

outcome variable,  x on the worth function, w, from the e f f e c t  of i' 

another outcome variable,  x fo r  i # j .  
j' 

c 

A f i n e r  s t ruc ture  useful for evaluating the weighting coeff ic ients  

can be incorporated in to  Eq. (16) i n  the following manner. Pa r t i t i on  the 

index s e t  I in to  some number of par t i t ions .  Let us assume we p a r t i t i o n  

irlto two s e t s  J and K. The rationale f o r  the pa r t i t i on  w i l l  be sub- 

sequently discussed. However, regardless of the meaning of the par t i t ion ,  

we can then wri te  

The form of Eq. (17) indicates that  the derivation of the weighting co- 

e f f i c i e n t s  can be decomposed into two ( o r  more) levels .  The rat ionale  

f o r  the p a r t i t i o n  i s  t ha t  groups of outcome variables may support some 

a t t , r ibu te  of the  al ternat ives  which i s  defined a t  a higher leve l .  Thus, 

a t  each l e v e l  i n  such a hierarchical s t ructure ,  one can think about trade- 

o f f s  between a t t r ibu tes .  Note that  a t  each l eve l  the independent assump- 

t i o n  between a t t r i bu te s  must hold i f  the f i n a l  outcome variables are  t o  

be independent. 



Again, as before, i t  w i l l  not be r e a l i s t i c  i n  a complex problem t h a t  

the above assumption i s  va l id  for all outcome variables 

we might have a pa r t i t i on  of outcome variables such t h a t  

I n  t h i s  case 

Xi(%) = a i .  

hi(&) = a.  1 1  y.(xi) f o r  i e K 

' hi(&) = hi(&' 1 for i e L 

where &' i s  defined as before by Eq. (11). Then we can wri te  

. 

f o r  j > 1 s = c  

s = x  for j < l  

w = 2 a. 1 xi+ 

i i i CJ i CK 

j j  

Equation (21) indicates  a decomposition s imilar  t o  tha t  provided by Eq. 

(12). 

I n  some cases a quasi-additive form may be assumed. The quasi- 

addi t ive form fo r  the two dimensional case (designating the components 

x and y) i s  given by 

Here again, the task  of assessir42 

of assessing two functions on each of the r e a l  variables x and y. 

However, the weighting coefficient on the j o i n t  e f fec ts  of 

must now a lso  be estimated. 

w has been decomposed in to  the tasks  

wx and w Y 

6 



The property tha t  implies quasi-additivity i s  t h a t  x and y must 

The def in i t ion  of 
* 

be strongly conditionally u t i l i t y  independent (SCUI) .  

SCUI  i s  the following: x i s  SCUI- of y i f  and only i f  the preferences 

between l o t t e r i e s  having consequences of the form 

-component yo 

(x,yo) (where the second 

i s  ident ica l  f o r  all consequences) do not change i f  the 

0 common value yo i s  changed t o  y' ( f o r  any y and y'). 

Thus, the quasi-additive form i s  usef'ul since we may be able t o  

determine i f  it i s  a good assumption by asking questions concerning prefer- 

ences f o r  lo t te r ies . '  Raiffa [2] shows how 

de t  e mined. 

- _-  . 
w and a can be 
Y' wx, 

One f i n a l  form might be assumed which would be usefld.  This form 

i s  cal led the log  additive form and i s  given by 

log [a + bw(x)]= 1 wi(xi) ( 2 3 )  

i 

f o r  some constant a and b, b > 0. It i s  in te res t ing  t o  note t h a t  

quasi-addi t ivi ty  implies log  addi t ivi ty  (but not vice versa) .  

presents axioms which imply log addi t ivi ty ,  and Keeney [4] presents sugges- 

t ions  fo r  prac t ica l  assessment. 

Pollak [ 31 

_ _  - 

These topics w i l l  not be discussed a t  

this time since my purpose i s  simply t o  summarize some of the useful 

forms f o r  w tha t  may be inferred. 

When the simple additive forms a re  not appropriate t o  the par t icu lar  

problem (or  t o  some reduced dimension of the problem), one approach i s  

t o  go t o  i t e r a t i v e  t,echniques such as proposed by Boyd [ ? I .  Basically this  

approach i s  t o  take a l i n e a r  form as an approximation t o  w i n  the--neighbor- 

hood of one al ternat ive outcome vector. One then determines whether the same 

a l te rna t ive  outcome i s  optimum with respect t o  the l i n e a r  form. 

. .  

. - - -  
-. 
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If it i s ,  the a l te rna t ive  w i l l  also be optimum with respect t o  the t rue 

form of w. The l i n e a r  fonn approximation t o  w i s  then a good approxi- 

mation with respect t o  the optimization problem a t  hand. 

If the a l te rna t ive  outcome optimizing the l i n e a r  form of w i s  not 

the same as the a l te rna t ive  outcome a t  which one obtained the l i n e a r  

.form, a new l i n e a r  form i s  obtained a t  the new a l te rna t ive  outcome point. 

This process i s  repeated u n t i l  convergence i s  achieved. Convergence i s  not 

necessar i ly  achieved i n  all cases, and Boyd outlines the conditions (which 

a r e  generally not very res t r ic t ive  'with respect t o  most types of decision 

problems encountered) required for convergence. 

th  ,i Mathematically, if we designate the i approximation t o  w as w 

i 
& , acd the a l te rna t ive  outcome a t  which it i s  assessed as we can write 

o r  

Equation ( 2 5 )  shows tha t  the only assessments t o  be made are  the 

trade-off ra t ios  between the jth and the nth outcome elements re- n-1 

quired i n  order t o  remain indifferent  t o  any i n i t i a l  perturbation of 

the outcome .vector. 

A t  t h i s  point l e t  us return t o  our or ig ina l  assumption tha t  w i s  

a f'unction of the outcome variable vector (Eq. ( 2 ) ) .  It may turn out 

for a given problem that the level  of def in i t ion  of outcome variables i s  

too  f a r  removed from the l eve l  o f  def ini t ion of the values of a group t o  



allow assessment of the various functions indicated i n  the preceding 

development with a reasonable amount of e f for t .  In  th i s  case, it may be 

possible t o  define intermediate l eve l s  of a t t r i bu te s  which a re  supported 

by the next lower l e v e l  of a t t r ibutes ,  and which support the  next higher 

l e v e l  of a t t r i bu te s .  Within this  s t ructure  it may be eas i e r  t o  evaluate 

the stagewise dependence between adjacent levels  of a t t r i bu te s ,  The re- 

su l t ing  information can then be combined t o  derive a worth function on the 

outcome variables.  
s. 

Mathematically, t h e  development of t h i s  approach goes i n  the  following 
. -  - 

manner. Consider the case where only one intermediate l e v e l  of 
.. 

a t t r i b u t e s  has been inter jected,  We now assum'e t h a t  the worth i s  a 

function of the higher l eve l  of a t t r ibu tes ,  and each of these a t t r i bu te s  

i s  a function of the outcome variables. Thus, .we are  assuming 

_ - -  

y = (yl,. . . ,y,), the  intermediate l e v e l  a t t r i b u t e  
vector, 

( 2 6 )  

w = w l y )  

and 

yi = Yi!d 

These relat ions a l so  imply 

w = W(&) 

We now consider the d i f f e ren t i a l  form of w j  

I i 

and the d i f f e ren t i a l  form o f  yi, 

9 



Combining Eqs. (30 )  and (3)  and re-ordering terms, we obtain 

We recognize the sum i n  the brackets as  simply the .pa r t i a1  of w w i t h  
c 

respect  t o  x 

functions. 

as given by the  chain rule  of the calculus f o r  composite 

)The p a r t i a l  derivatives i n  Eq. ( 3 2 )  as before a re  generally functions 

of vectors.  To make t h i s  expl ic i t  l e t  

and 

J 

Equation (32) can then be written as 

Since Eq. (35) i s  an exact d i f fe ren t ia l  we obtain 

for k > j 

f o r  k < j 
'k = 'k 

'k = Xk 

ds 
j 

( 33 

(34) 

10 



Let us assume t h a t  a t  the higher intermediate l e v e l  

a constant i ’  a.(y-) = a.(y) = a 
1 1 

and 

These re la t ions  together with Eq. (36) r e su l t  i n  the following equation 

I 
Let  

Then 1 

L 
I 
I 

Equation (41)  indicates that  the worth function assessment problem 

has been decomposed in to  the tasks of deriving m X n r e a l  valued function 

of a r e a l  var iable  (v. . ( x . ) ) ,  m X n weighting coeff ic ients  (b i  .> and 
lJ J J 

m weighting coeff ic ients  (ai). I n  practice,  there w i l l  be some outcome 

var iab les  and intermediate leve l  a t t r i bu te s  which a re  not s ign i f icant ly  

re la ted .  Thus, we w i l l  ac tual ly  need t o  derive somewhere between n and 
I 

m + n functions ( . .(x.)) and weighting coeff ic ients  ( b i . ) .  
vl, J J 

.~.____. - . . ... 
U . .. . . . . - . 

11 



Referring t o  the sample matrix i n  Fig. 2 of my previous memorandum 

[ 6 ] ,  the  bij 's  a r e  the en t r ies  in  t h i s  matrix, the ai 's a re  the weighting 

coeff ic ients  l i s t e d  t o  the l e f t  (or  input end) of the matrix, while the 

weighting coeff ic ients  at the top (or output end) oi" the  Tat r ix  a re  the  

. (X aibi ) Is, one f o r  each index j . The functions (v. . (x . )) were not 
_I 1 J  J 
A 

derived i n  the memorandum. 

The extension of t h i s  approach t o  more than one intermediate l e v e l  

of a t t r i bu te s  i s  coyep tua l ly  c lear  but has not been worked out spec i f i -  

ca l ly .  

The required assumptions expressed i n  Eqs. (37) and (38) can be 

The ef fec t  of the output of an intermediate in te rpre ted  as  follows. 

a t t r i b u t e  on the ;rorth function i s  l i n e a r  and independent of the output 

l e v e l  of any other intermediate a t t r i bu te .  The e f f ec t  of the output of 

an outcome variable  on the output of an intermediate a t t r i bu te  i s  inde- 
- -  

pendent of the output l e v e l  of any other outcome variable.  

e f f e c t  of any outcome variable  i s  not necessarily l inear .  

However, the 

Fkpl ic i t  a l te rna te  means, within the context d f  space mission programs, 

of identifying whether any a t t r i bu te  s a t i s f i e s  the independence conditions 

need t o  be determined i n  order t o  provide sane ins ight  i n to  the  implemen- 

t a t i o n  f e a s i b i l i t y  of t h i s  approach. 

12 ' 
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Further Dcvelopment of the Mathcmatical Structure  of  

the blulti-Level, blulti-Attributed Problem 
* 

The previous memorandum dea l t  with the  development 

s t ruc tu re  of the  multi- level,  multi-attr ibuted problem. 

development will be extended i n  t h i s  memorandum t o  make 

in te rpre tab le  some of the  parameter of t h e  mathematical 

of the mathematical 

The mathematical 

more exp l i c i t  and 

model. 

F i r s t  l e t  us consider the mathematical s t ruc ture  of bliller 's worth 

scoring approach. 

function 

We s t a r t  by assuming an additive form f o r  the  worth 

w = 2 fj (Xj) 

j EJ 

where J i s  the  s e t  of indices denoting the  elements of t he  outcome variable  

vector x . - 
We now define 5* = (x1*,x2,, :. .) E an outcome vector whose elements con- 

s t i t u t e  a logical  o r  feas ib le  lower bound f o r  each outcome variable  element7 

- X* (x1*,x2*, ...) E an outcome vector whose elements consi tute  a logical 

, or f eas ib l e  upper bound fo r  each outcome variable  element. 

' Lett ing 

a = f . (x .*)  - f . ( x .  ) , 
j J J  3 J *  

we can wr i t e  equation 1 as 

a .g . (x . )  . 
J J X  J - J  J 

(3) 
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i 
I 
! Since we are  only in te res ted  i n  

we can define 

w t o  an addit-ve o r  mult ipl icat ive constant 

, . 

Note t h a t  each function g . (x ; )  

upper bound equal t o  unity.  

has a lower bound equal t o  zero and an 
J J  

Miller  assumes a h ie rarch ia l  s t ructure  which divides the  outcome 

var iab le  elements i n t o  separate groups. 

only-one .additional intermediate level  o f  objectives) i s  indicated mathematically 

by defining 

This s t ruc ture  ( fo r  the case involving 

such t h a t  

. Thus , 

J E J U J  U; ..., JN 1 2  

JinJ. i s  empty f o r  i # j 3 

A 

Through a s e r i e s  of subs t i tu t ions  involving the following def in i t ions ,  

m. E. ;Ti 
1 

.. 
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, 

. 
b. 1 .  E 2 b i j  

jeJi  

c i 5 1 . .  J 

C I  

C 

- i  

n 
di = - 

L 

(1.4) d = z . d i  

ic1 

- 

we can rewri te  equation 7 as 

(15) 
bi j w t  = cnd I"r, di 1 - 
bi 

gjGCj1 

I-. Ji 
.* 

(Note t h a t  the summation indexes, jEJ and, i E 1 ,  have been abbreviated i '  

and I . )  Since we are not interest,ed i n  the mult ipl icat ive Ji t o  simply 

constant,  cnd , we can define 
. .  

W '  

I 
L 

is the matter of 
di and b i j  

The in te rpre ta t ion  of the  constants 

i n t e r e s t .  . First consider bij . We have 



-4 -  

a 
bij  = - j  a 

m i 
(17) I 

. 
and from equa t ion  4 we see t h a t  

Thus, 

In  Miller's h i e r a r c h i c a l  s t r u c t u r e ,  t h i s  s t a t e s  t h a t  

worth ( o r  i n d i f f e r e n c e )  t r a d e - o f f  r a t i o  between t h e  achievement of  t h e  

lowest  l e v e l  o b j e c t i v e  a t t r i b u t e s  (each o f  which i s  measured by an out -  

come v a r i a b l e  e lement) .  

b i j  
i s  t h e  cons t an t  

These t r ade -o f f s  are made only  w i t h i n  a group 

o f  lowest  l e v e l  o b j e c t i v e  a t t r i b u t e s  support ing a common h i g h e r  l e v e l  

o b j e c t i v e  a t t r i b u t e .  I t  i s  a l s o  i n t e r e s t i n g  t o  n o t e  t h a t  a = - , aw 
j agj 

s o  t h a t  t h e  v a l i d i t y  o f  dropping add i t ive  and n i u l t i p l i c a t i v e  cons t an t s  9 

i s  s u b s t a n t i a t e d .  The cons t an t ,  bi , is siniply a no rma l i za t ion  cons t an t .  

In o r d e r  t o  i n t e r p r e t  t h i s  cons t an t  Next cons ide r  t h e  cons t an t  di . 
we need t o  provide  some a d d i t i o n a l  s t r u c t u r e  t o  equat ion  4. Rewrite 

- equa t ion  4 as - -  

A 

i J 
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Thus, 

We can t h e n  see that 

Thus 

In  M i l l e r ' s  h i e r a r c h i c a l ' s t r u c t u r e ,  t h i s  s t a t e s  t h a t  di i s  t h e  cons t an t  

worth t r a d e - o f f  r a t i o  between t h e  achievement o f  two h i g h e r  l e v e l  o b j e c t i v e s .  

aga in ,  t h e  cons t an t  d i s  simply a normal iza t ion  cons t an t .  Note a l s o  

t h a t  
.. 

. R e c a p i t u l a t i n g ,  we see t h a t  M i l l e r  h a s  e s s e n t i a l l y  p o s t u l a t e d  an a d d i t i v e  

(independence assumptions) and composite ( h i e r a r c h i c a l  s t r u c t u r e )  func t ion  

f o r  t h e  worth f1Jnct j on.  

func t ion  i s  l i n e a r  in. a l l  i n t e rmed ia t e  o b j e c t i v e  l e v e l s .  These p o s t u l a t i o n s  

Furthermore,  Nj 1 l e r  a1 so  assunies t h a t  t h e  worth 
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and assumptions, allow the  task of assessing a worth function t o  be decomposed 

i n t o  

1) 

2) 

Assessing r e a l  valued functions (gi's) on r e a l  var iables  (x Is). 

Assessing t rade-offs  o r  weighting constants between intermediate 

level  objectives.  

j 

One o f  the implications of Millerls approach i s  indicated by the  

assumption tha t  

- J inJ  i s  empty f o r  i f j 
j 

This s t a t e s  t h a t  any given outcome variable element supports one and only 

one higher level  objective.  

ce r t a in  decision problems. 

decompose the  worth assessment problem in  a s imi la r  manner as above, but 

This res t r ic t ion  may not be acceptable i n  

By dropping t h i s  r e s t r i c t i o n  we can s t i l l  

a t  t he  cost  of assessing a greater  number of  functions of r e a l  

var iab les .  The approach dropping t h i s  r e s t r i c t i o n  will be subsequently 

re fer red  t o  as the Extended Miller approach. .* 

To develop the mathematical s t ructure  we s t a r t  with the  following 

postual ted form for  the worth function 

where .I 

as before.  

i s  the index s e t  corresponding t o  the  intermediate l ist  of objectives 

Assume, by independence, 

f i ( X )  - =If. 1 3  . ( X j )  



This leads us t o  wri te  

- 7 -  

I J  

Equation 30 d i f f e r s  from 'equation 1 i n  t h a t  equation 30 assumes t h a t  any given 

intermediate object ive may be supported by any number of the  set  of  outcome 

var iab le  elements, whereas equation 1 assumes t h a t  only some subset o f  t he  

outcome variable  elements support a given intermediate level  object ive and 

no other.  
L 

By a similar development as above we can a r r ive  a t  a s tage where we 

can w r i t  e 

where the  index s e t s  a r e  no longer mutually exclusive, and the  subscr ipt  

i o r  j only indicates  t h a t  there  may e x i s t  outcome variable  elements )c 

which do not  support a given objective.  

range of i n t e r e s t  from ze ro  t o  uni ty  as before. 

, vary i n  the  The functions, 
g i  j 

Again, through a se r i e s  of subst i tut ions involving the  following 

de f in i t i ons ,  

m E Ji i 

= a i j  
b i j  - aim 

c_ 

i 

. bi = 2 bij  

(33) 

(34) 

Ji . 

. 
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aPn 
1 api 

d. = - 

c i =I aij  

Ji 

w 1  = cons t .  

, 

(35) 

. d = l  di 

I 

we can r e w r i t e  equa t ion  31 as 

g i j  (Xj)  
w l = c  d x = -  di 1 q bi j 

n 
Ji I 

(38) 

(391 

This  equa t ion  has  a lmost  p r e c i s e l y  t h e  sank- form as equat ion  15, wi th  t h e  

except ion  of  t h e  e x t r a  s u b s c r i p t  on gij . 
' The i n t e r p r e t a t i o n  o f  t h e  cons tan ts  di , and b i j  are aga in  t r a d e - o f f  

k a t i o s .  

If t h e  index  set  J runs  up t o  M and t h e  index  s e t  I runs  up t o  N , 
t hen  t h e  number o f  func t ions  gij which must be  a s ses sed  is  between 

M and M x N depending on t h e  degree o f  ove r l ap  o f  t h e  index  sets ,  Ji . 

. 
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, 

This i s  i n  contrast  t o  the unextended Miller approach where only 

worth functions,  

El 

, need t o  be assessed. g i \ 

Final ly ,  it should be noted t h a t  equations 19 and 40 have a l t e rna te  
? 

equivalent in te rpre ta t ions .  In par t icu lar  we can write equation 19 as 

and equation 40 as 

1 

These l a s t  two relat ionships  show t h a t  constant worth t rade-offs  are  equivalent 

(431. 

t o  constant intermediate object ive achievement trade-offs.  

The equations developed i n  t h i s  memorandum should serve t o  ident i fy  

t h e  type of  trade-off questions t h a t  the decision-maker must respond t o  i n  

order  t o  implement the  approach. 

questions f o r  the  decision-maker and the ru les  fo r  using the  answers) should 

The spec i f ic  procedures ( se t s  of meaningful 

now be formulated i n  the  context of space mission goals and objectives.  

These procedures should include p-rocedures f o r  idcnt i fy ing  independence of 

'object ives  and outcome variable  elements, assessing trade-off r a t i o s ,  and 

asses  s ing 

. w i l l  'deal  

worth functions on r e a l  valued var iables .  The next memorandum 

with these l a t e r  topics .  

. 



S e l c c t i o n  of Outcome Var iab le  Elements f o r  

t h e  Limited Manned Space F l i g h t  P i l o t  Study 

BY 

Henry A. Olender 

The purpose o f  t h i s  memorandum i s  t o  p re sen t  t h e  r e s u l t s  o f  an i n i t i a l  

a t tempt  t o  s t r u c t u r e  a se t  o f  outcome v a r i a b l e  elements f o r  t h e  Mission Analysis  

Divis ion p i l o t  s tudy  o f  a l i m i t e d  manned space  f l i g h t  program, c o n s i s t e n t  wi th  

t h e  approach o u t l i n e d  by Richard D. Smallwood i n  h i s  memorandum o f  Apr i l  30. 

The i n t e n t  i s  t o  provide a d i s t i n c t i o n  between outcome v a r i a b l e s ,  and va lue  

v a r i a b l e s  as suggested i n  t h a t  memorandum. This  d i s t i n c t i o n  should  c l a r i f y  

some of  t h e  s t e p s  i n  t h e  eva lua t ion  process and provide v i s i b i l i t y  o f  t h e  

dec i s ion  a n a l y s i s  s t r u c t u r e  f o r  t h e  dec is ion  maker. 

P r i o r  t o  p re sen t ing  t h e s e  i n i t i a l  r e s u l t s ,  I b e l i e v e  t h e  suggested approach 

would b e  c l a r i f i e d  by de f in ing  s e v e r a l  terms. 

An outcome v a r i a b l e  i s  a v e c t o r  v a r i a b l e  whose elements a r e  q u a l i t a t i v e l y  

s p e c i f i e d  i n  s p e c i f i c  technologica l  terms. For example, a s imple two-dimensional 

outcome v a r i a b l e  r e l a t i n g  t o  manned space f l i g h t  programs i s  one whose f irst  

element r e l a t e s  t o  t h e  number o f  man-hours o f  space  f l i g h t  p e r  y e a r ,  whi le  t h e  

second element r e l a t e s  t o  t h e  maximum gap i n  manned space f l i g h t .  

is a v e c t o r  whose elements correspond t o  t h e  elements o f  t h e  outcome v a r i a b l e ,  

b u t  a r e  i n  some sense  q u a n t i t a t i v e l y  s p e c i f i e d .  The q u a n t i t a t i v e  measure used 

t o  s p e c i f y  each element of an outcome is  n o t  n e c e s s a r i l y  a number; it may be an 

a b s o l u t e  o r  r e l a t i v e  number, o r  a q u a l i t a t i v e  s ta tement  about t h e  abso lu te  o r  

r e l a t ive  q u a n t i t a t i v e  output .  Outcomes a r e  s p e c i f i e d  f o r  each a l t e r n a t i v e ,  and 

f o r  each u n c e r t a i n  s t a t e .  Thus, i f  we are cons ider ing  f o u r  a l t e r n a t i v e s ,  t h e r e  

i s  one outcome v a r i a b l e  vec to r ,  f o u r  outcome vec to r s  when no u n c e r t a i n t y  p r e v a i l s ,  

o r  4 x n outcomes when n states of unce r t a in ty  e x i s t .  

An outcome 
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A value  s t r u c t u r e  v a r i a b l e  i s  a vector  v a r i a b l e  o f  t h e  same dimensions as 

t h e  outcome v a r i a b l e ,  whose elements a r e  s p e c i f i e d  as t h e  views o r  va lues  of  

some element of t h e  environment toward the  corresponding elements of  t h e  o u t -  

come v a r i a b l e  (not  t h e  outcomes). To pursue t h e  prcv ious  two-dimensional 

outcome v a r i a b l e  example, t h e  first element of t h e  va lue  s t r u c t u r e  v a r i a b l e  

would be  a s ta tement  about  t h e  preference  o f  some element of  t h e  environment 

f o r  man-hours i n  space ,  whi le  t h e  second element would be a s ta tement  about 

t h e i r  concern f o r  gaps i n  manned space f l i g h t s .  

by a s s ign ing  a q u a n t i t a t i v e  measure t o  each element o f  t h e  va lue  s t r u c t u r e  

v a r i a b l e  f o r  each element o f  t h e  environment. 

measures i n  t h i s  contex t  might b e  p luses ,  ze roes ,  and minuses. Thus, i f  t h e r e  

a re  m elements of  t h e  environment, t h e r e  w i l l  be  m va lue  s t r u c t u r e s .  

Value s t r u c t u r e s  are de r ived  

One candida te  f o r  q u a n t i t a t i v e  

F i n a l l y ,  an outcome va lue  v a r i a b l e  is a v e c t o r  v a r i a b l e  o f  t h e  same dimen- 

s i o n s  as t h e  outcome v a r i a b l e ,  whose elements are s p e c i f i e d  as t h e  va lue  o f  t h e  

corresponding outcome v a r i a b l e  elements based on t h e  q u a n t i t a t i v e  measure of  

both t h e  corresponding outcome elements and va lue  s t r u c t u r e  e lements .  

outcome va lues  a r e  v e c t o r s  der ived  by a s s ign ing  q u a n t i t a t i v e  measures t o  t h e  

elements of t h e  outcome va lue  v a r i a b l e .  An outcome va lue  i s  obta ined  f o r  each 

a l t e r n a t i v e ,  and f o r  each clement o f  t h e  environment. Thus, i f  t h e r e  are f o u r  

a l t e r n a t i v e s  and m elements o f  t h e  environment, t h e r e  w i l l  b e  4 x m outcome 

va lues .  

As b e f o r e ,  

The d i s t i n c t i o n s  o u t l i n e d  above between outcomes, va lue  s t r u c t u r e s  , and 

outcome va lues  r e s u l t s  i n  t h e  following c l a r i f i c a t i o n  o f  t h e  s t e p s  i n  t h e  eva l -  

u a t i o n  process .  

1. I t  a l lows t h e  eva lua t ion  o f  outcome v a r i a b l e  e lements to  be c a r r i e d  
* 

out  independent ly  o f  t h e  a l t e r n a t i v e  programs and t h e i r  outcomes. 

* 
S e l e c t i o n  (as opposed t o  eva lua t ion)  of  outcome v a r i a b l e  elements i s  o f  course  
accomplished \ j i t h  t h e  a l t e r n a t i v e  programs i n  mind. 
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2.  I t  al lows t h e  dec i s ion  maker t o  s e e  whether e n t r i e s  i n  a f i n a l  eva lua t ion  

ma t r ix ,  such as Table  I of  the M . A . D .  memorandum of  blarch 20, 1970, 

r e p r e s e n t  f a i l u r e  o r  success  on t h e  p a r t  o f  an outcome t o  supply t h a t  

outcome v a r i a b l e ,  or a negat ive  o r  p o s i t i v e  view on t h e  p a r t  o f  t h e  

environment toward t h e  p a r t i c u l a r  outcome v a r i a b l e .  

Thus, i n  t h i s  approach, t h e  f i rs t  s t e p  i s  t o  i d e n t i f y  t h e  elements o f  t h e  

outcome v a r i a b l e s .  A u s e f u l  organizing framework, (at l e a s t  f o r  me) i s  t o  

i n i t i a l l y  c o n s t r u c t  a l i s t  o f  goals  t o  which space programs r e l a t e ,  and then  

f o r  each goal  l i s t  outcome v a r i a b l e  elements which suppor t  t h e  goa l .  There 

w i l l ,  of course ,  b e  outcome v a r i a b l e  elements which suppor t  more than  one goa l ,  

and t h i s  degree o f  ove r l ap  provides  useful  in format ion  on t h e  r e l a t i v e  importance 

o f  t h e s e  outcome v a r i a b l e  e lements .  

t hey  suppor t  i s  an a t tempt  t o  i d e n t i f y  and focus  a t t e n t i o n  on t h e  more s i g n i f i -  

can t  outcome v a r i a b l e  elements s i n c e ,  i n  t h e  f i n a l  a n a l y s i s  whether considered 

e x p l i c i t l y  o r  i m p l i c i t l y ,  it i s  t h e  degree o f  c o r r e l a t i o n  between environment 

goa l s  and outcomes t h a t  determines t h e  outcome va lues .  

Categorizing outcome v a r i a b l e s  by goa l s  

The goa l s  and outcome v a r i a b l e  elements l i s t e d  i n  t h i s  memorandum rep resen t  

a f i rs t  c u t  a t  t h i s  approach and may thus be  no t  q u i t e  complete i n  some a r e a s ,  

o r  t o o  e x t e n s i v e  i n  o t h e r  areas. I t  i s  expected t h a t  s e v e r a l  i t e r a t i o n s  w i l l  

b e  r e q u i r e d  t o  produce an outcome v a r i a b l e  l i s t  t h a t  i s  bo th  comprehensive 

enough and s u f f i c i e n t l y  l i m i t e d  t o  s i g n i f i c a n t  f a c t o r s .  

The g o a l s  t h a t  appear  t o  be  p e r t i n e n t  t o  t h i s  problem me t h e  fol lowing:  

1 .  S c i e n t i f i c  Advancement 

2 .  Technological  Advancement 

3 .  Achievement, p e r  se 

4 .  Defense Pos ture  Improvement 

5. Economic Bene f i t s  

6.  Nat iona l  P r e s t i g e  
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7. Foreign Re la t ions  Improvement 

8. Advancement o f  Long Range Space Programs 

9.  P o l i t i c a l  Pos ture  Improvement 

The fo l lowing  i s  a l i s t  of  outcome v a r i a b l e  e,ements ca t egor i zed  by t h e  

goa l s  t hey  suppor t :  

1. S c i e n t i f i c  Advancement 

a. S c i e n t i s t - h o u r s  i n  space 

b .  

c. 

d. 

S p e c i f i c  q u a n t i t i e s  of ea r th -o r i en ted  s c i e n t i f i c  d a t a  ga thered .  

S p e c i f i c  q u a n t i t i e s  of lunar -or ien ted  s c i e n t i f i c  d a t a  ga thered .  

S p e c i f i c  q u a n t i t i e s  of  s o l a r  system-oriented s c i e n t i f i c  d a t a  ga thered .  

2 .  Technological  advancement 

a. Man-hours i n  space 

b. Advancement o f  e a r t h  o r b i t a l  o p e r a t i o n a l  c a p a b i l i t y  

c. Advancement of l u n a r  s t a t i o n  ope ra t iona l  c a p a b i l i t y  

d. Advancement o f  man's a b i l i t y  t o  perform new tasks i n  space.  

e. Advancement of  t r a n s - o r b i t a l  o p e r a t i o n a l  c a p a b i l i t y .  

f .  Advancement o f  e a r t h - o r b i t a l  r e scue  c a p a b i l i t y .  

3 .  Achievement, p e r  se  

a. "Space firsts" 

b.  (Probably t h e  same items l i s t e d  under Technological  Advancement). 

4.  Defense Pos ture  Improvement 

a. (probably t h e  same items l i s t e d  under Technological  Advancement 

wi th  except ion of 2c) .  

5.  Economic Bene f i t s  

a. Est imated economic va lue  o f  s p e c i f i c  s e r v i c e s  made a v a i l a b l e  i n  

areas such as: 

1. f o r e s t r y  

2. a g r i c u l t u r e  
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3.  weather  

4.  etc .  

6. Nat iona l  P r e s t i g e  

a. "Space firsts" 

b .  Man-hours i n  space 

c. S c i e n t i s t - h o u r s  i n  space 

d . _  Number o f  s c i e n t i s t s  i n  space 

e.  

f .  

Maximum gap i n  manned space f l i g h t  

(Probably t h e  same i tems  l i s t e d  under Technological  Advancement) 

7. Foreign Re la t ions  Improvement 

a. Number o f  f o r e i g n  n a t i o n s  coopera t ing  o r  p a r t i c i p a t i n g  i n  program 

b .  Se rv ices  rendered t o  foreign n a t i o n s  (see Economic Bene f i t s )  

c. 

d .  

S p e c i f i c  e f f e c t s  on competi t ive pos tu re  v i s - a -v i s  t h e  U.S.S.R. 

S p e c i f i c  effects on na t iona l  sove re ign ty  o f  o t h e r  n a t i o n s .  

e. 

Advancement o f  Long Range Space Programs 

S p e c i f i c  e f f e c t s  on o u r  leadersh ip  pos tu re .  

8 .  

a. Estimated launch d a t e  f o r  space s t a t i o n  

b .  

c. 

Est imated launch d a t e  f o r  space s h u t t l e  

Quant i ty  o f  design and ope ra t iona l  data ga thered  r e l a t i n g  t o  space 
s t a t i o n  

d. Quant i ty  o f  design and ope ra t iona l  d a t a  ga thered  r e l a t i n g  t o  space 
s h u t t l e  

e .  Estimated improvement of NASA's compet i t ive  p o s i t i o n  f o r  funding. 

9. P o l i t i c a l  Bene f i t s  

a. 

b. (see Nat iona l  P r e s t i g e )  

Effect o f  a program change 

c. (see Achievement) 
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A t  t h i s  p o i n t ,  t h e  o rgan iz ing  framework of goa l s  need no t  be r e t a i n e d .  

Redundancy i n  t h e  outcome v a r i a b l e  elements l i s t e d  can now b e  e l imina ted  t o  

o b t a i n  t h e  p e r t i n e n t  outcome v a r i a b l e  vec tor .  On tl;e o t h e r  hand, we may r e t a i n  

t h e  informat ion  of t h e  degree o f  redundancy obta ined  as bea r ing  on t h e  r e l a t i v e  

importance o f  t h e  outcome v a r i a b l e  elements. 



AN APPROACH TO CORRELATING GROUP VALUES 

TO OUTCOME ELEMEXTIS 

by 

Henry Olender 

Previous memoranda have dealt  with s t ructur ing the decision problem 

of the- Limited Manned Sphce Flight P i l o t  Study i n  terms of outcome, value 

s t ructure ,  and outcome value vector spaces. Alternatives are  then defined 

on the outcome vector space; the elements of the environment are  defined 

on the value s t ruc ture  space; and th; in te rac t ion  between the a l te rna t ives  

and the environment a re  defined on the outcoqe value space. If one i s  

successfhl i n  meaningfully defining the outcome and value s t ructure  vector 

spaces t o  capture the essent ia l  factors  bearing on the dcqision problem, 

then the decision problem structure can be e f fec t ive ly  displayed i n  the 

outcome value space. 

_- 

This would bring us t o  the point where we would 

have provided a ra t iona l  and v is ib le  s t ructure  t o  the problem and organized 

a , l l  relevant information available t o  us. Even i f  fur ther  development 

of the decision analysis methodology were not forthcoming, t h i s  s t ructure  

and organization of information would be very valuable t o  a decision 

maker. 

Two very important i n i t i a l  s teps  required i n  t h i s  approach are:  

(1) Ident i f ica t ion  of meaningful outcome variable  elements, and 

(2) Modeling the value s t ructure  of the elements of the environment 

on those outcome variable elements. 

The purpose of t h i s  memorandum i s  t o  discuss an approach to  modeling 

the value s t ructures  of the elements of the environment. This approach 

can also be useful' i n  identifying or select ing meaningful outcome variable 

elements. 
1 



The baSic problem i s  th i s .  Given a l i s t  of outcome variable elements 

and some spec i f ic  group of  people which consti tute an element of the en- 

vironment, we need t o  encode i n  some s o r t  of quant i ta t ive statement the 

d i rec t ion  and in t ens i ty  of the preference or  concern of the group toward 

each outcome variable  element. This w i l l  undoubtedly involve subjective 

evaluations by analysts, .but at l e a s t  we can e n l i s t  the a i d  of expert 

analysts  who have studied the a t t i tudes  and values of various groups of 

people. 

A serious d i f f i c u l t y  i s  that  the  outcome variable  elements will 

generally be defined a t  a leve l  of high concreteness and oriented toward 

a l t e rna t ive  space program outputs while the a t t r i bu te s  of a group are 

defined a t  a l e v e l  of high abstractness and oriented toward idea l  goals. 

The r e s u l t  i s  a gap between the things we are  t rying t o  correlate  due 

t o  the l eve l s  a t  which they are  defined. 
_-- 

An approach tha t  may be effective i n  bridging this  gap i s  t o  con- 

s t r u c t  several  s e t s  o r  l i s t s  of values, goals, o r  objectives (generically, 

we w i l l  c a l l  the elements o f  these s e t s  a t t r i b u t e s )  which are  defined a t  

various l eve l s  of abstractness ( o r  concreteness) intermediate between 

t h e  values characterizing elements of the environment and the outcome 

variable  elements. 

more concrete) and more oriented toward space program outputs ( o r  l e s s  

Each l eve l  would be progressively l e s s  abs t rac t  (o r  

or iented toward idea l s ) .  

l a t e  the items i n  a l i s t  at any given l e v e l  t o  items i n  a l i s t  a t  the 

We would then progressively attempt t o  corre- 

next highest  l e v e l  of abstractness. This correlation process becomes 

more feasible  compared t o  the or iginal  correlation problem since we are  
-.  

now working a t  each stage with two l i s t s  of a t t r i bu te s  which d i f f e r  i n  

l e v e l  of abstractness and orrentation by a re la t ive ly  small degree. 
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The correlat ion process might be carried out by constructing a t r e e  

whose branches connect the items i n  a l i s t  of a t t r i bu te s  a t  one l eve l  

with those a t  the next  l e v e l  between which s igni f icant  'correlat ion exis ts .  

The degree of correlat ion may then be indicated by assigning correlat ion 

coeff ic ients  t o  each of the branches. 

manner t o  be d i scussed lg te r  i n  this memorandum) from t h a t  l e v e l  a t  which 

By collapsing this t r e e  ( i n  a 

ye can bes t  construct a value model of the various elements of the en- 

vironment t o  the outcome variable level ,  we w i l l  have f o r  each element 

of t he  environment a s e t  of weighting factors  corresponding t o  the outcome 

- -  

-. variable  elements. This s e t  of weighting factors  would const i tute  the 

value s t ruc ture  of  t h a t  element of  the environment. 
1 

Alternately, the process can be carried out i n  matrix form, where 

each matrix i s  a matrix of correlation coefficients between two l i s t s  of 

a t t r i b u t e s  defined a t  adjacent. levels .  

Assigning correlat ion coefficients t o  such a t r e e  o r  s e r i e s  of 

matrices i s  perhaps the most d i f f i c u l t  pa r t  of the problem and indeed 

we may not have developed a systematic methodology f o r  doing this task 

e f fec t ive ly  during the next i t e r a t ion  of the p i l o t  study. However, it 

does appear feas ib le  and useful t o , a t  l e a s t  construct the t r e e  showing 

the connections o r  branches l i n k i n g  the outcome variable  elements and 

elements of the environment with respect t o  t h e i r  preferences o r  concerns. 

Any subsequent subjective quantitative statements concerning the value 

0 

s t ruc tures  can be checked for consistency with the connectedness s t ructure  

of the t r ee .  

ness s t ruc ture  could be useful t o  the decision analysts and the decision 

Thus, even without correlat ion coefficients,  the  connected- 
. *  

maker. 
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To c l a r i f y  the approach outlined above an i n i t i a l  attempt w a s  made 

t o  iden t i fy  and describe the levels  of a t t r i bu te s  applicable t o  the p i l o t  

study, and construct candidate l is ts  of a t t r i bu te s  a t  each level .  ALSO, 

the  construction of a n  abbreviated correlat ion t r e e  i s  attempted as an 

i l l u s t r a t i o n .  

My i n i t i a l  thoughts on the problem resul ted i n  the ident i f ica t ion  . 
of f ive  l eve l s  of a t t r i bu te s  which may be applicable t o  the p i l o t  study. 

These f ive  leve ls  a re  ident i f ied and b r i e f l y  described i n  Table 1. The 

se lec t ion  of f ive  leve ls  i s  somewhat a rb i t r a ry  a t  this point. 

sents  an attempt t o  provide enough leve ls  so tha t  any two adjacent leve ls  

It repre- 

a r e  not $00 far removed from each other, and &to keep the problem structure  

down t o  a manageable s ize .  Obviously, one of these l eve l s  a t  or near the 

bottom of t h i s  l i s t  must correspond t o  the perceived outcomes of the var- 

ious al ternat ives ,  while another l e v e l  near the top of this l i s t  must be 

a convenient and meaningrul level  a t  which t o  model each of the elements 

of the environment. 

Table I 

Five Attribute Levels 

1. Ideals - most abstract ,  motivating factors  

2. Values - abstract ,  ideals  oriented 

3. Goals - l e s s  abstract ,  r e a l  world oriented 

4. Space objectives - even l e s s  abstract ,  long 
range space program oriented 

5. Outcome variables - specific,  a l te rna t ives  
oriented 

Table I1 is  a l i s t  of items which const i tute  the f i r s t  l eve l  of 

a t t r i bu te s .  

motivating factors  which a re  most widely accepted, and which a l l  

This l i s t  i s  an attempt t o  ident i fy  those human behavior 

* .  
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' . individuals and groups share i n  various degrees. This first l e v e l  i s  

viewed as providing an organizing framework which i s  usef'ul as  a s t a r t i ng  

point,  bu t  probably not useful  as a l e v e l  a t  which t o  model the  elements 

of the  environment. 

I. 

2. 

3. 

4. 

5.  

6. 

7. 

8. 

9- 

10. 

11. 

Table I1 

Lis t  of 'Ideals 

Freedom - l e a s t  constraints son thoughts o r  actions 

Equality - equality of opportunity 

Power - control of destiny of  others 

Prestige - respect and esteem from others and 
ones e l f  

Peace - absence of physical violence 

Security - assurance of a b i l i t y  t o  maintain a 
desired s t a t e  _- 

Welfare - a b i l i t y  t o  obtain adequate food, 
she l te r ,  and other comforts 

Knowledge - sa t i s fac t ion  of awareness of 
facts and concepts 

Technology - a b i l i t y  t o  do things 

Pleasure - physical o r  i n t e l l ec tua l  

Love - emotional attachment based on 
i n t r i n s i c  human a t t r ibu te s  

Table 111 i s  a l i s t  of items a t  the '"values" level .  This l e v e l  i s  

m e a n t  t o  be the l e v e l  a t  which the  elements of the  environment might be 

modeled, and i n  fac t ,  i s  a l i s t  of values derived i n  the Hudson Report 

for  this purpose. 

11 freedom," "equality," etc.  have been l e f t  off  t h i s  l i s t  since they a re  

.. 
Several values l i s t e d  i n  the Hudson Report such as 

repeats  of items from the previoiis l i s t  i n  Tp.ble 11. Repeated items e t  
* .  
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two d i f fe ren t  l eve l s  do not necessarily present any conceptual problem 

i f  t h i s  f a c t  simply indicates  that  no useful  dist inguishing values can 

be iden t i f i ed  a t  the lower leve l  t o  resolve d i f fe ren t  aspects of an item 

a t  the higher level .  

f o r  the  various elements of the environment we a r e  considering. 

A t  t h i s  point I do not f e e l  that t h i s  i s  the case 

For 

example, it appears t o  me tha t  there a re  d i f fe ren t  aspects of "freedom" 

and "equality" which distinguish how di f fe ren t  elements o f  the environment 

view these ideals .  

The l i s t  i n  Table I11 i s  constructed of s ingle  word descriptors of 

values which are  meant simply to  summarize the types of items t h a t  may 

make up the second l e v e l  of a t t r ibutes .  
. 

Definit ion of each item i n  t h i s  

l i s t  i s  required t o  c l a r i f y  how elements of the environment may be modeled 

a t  t h i s  level .  

aspects of the many aspects of each of the ideals  i n  Table I1 best  charac- 

The bas ic  purpose of these values i s  t o  resolve which 
_-- 

t e r i z e  the view of t he  various elements of the environment we are  con- 

cerned with. For example, one group of people may view "expertise" as  

the primary means of increasing t h e i r  prest ige,  while another group may 

view "intell igence" o r  "formal education" as t h e i r  means of increasing 

prest ige.  

A review of the l i s t  of values i n  Table I11 will indicate  t h a t  this 

l i s t  i s  perhaps too heavily loaded with values such as  "conformity, ?I 

"courtesy," e tc .  which w i l l  have very l i t t l e  correlat ion with the space 

pr'ogram a t t r ibu te s .  These items should probably be deleted from'the l i s t  

since we a re  only in te res ted  i n  modeling the  elements of the environment 

t o  t h a t  degree of complexity which i s  su f f i c i en t  f o r  the decision problem 
- *  

a t  hand. Also there may be pertinent values which need t o  be added t o  

t h i s  l i s t .  
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Table I11 

Lis t  of Values 

1. 

2. 

3. 

4. 

5. 

6. 

7. 

8. 

9. 

10. 

11. 

12. 

1 3 .  

14. 

15 

16. 

17 

' 18.' 

19. 

Expertise 

Planning 

Prac t ica l  Accommodation 

Innovation 

Suc ce s s 

Social  S t a b i l i t y  

Continuity 

Long- term Investment 

Intel l igence 

Formal Education 

8 

Moderation 

Individualism 

Glory 

Honor 

Discrimination 

Courage 

Strength 

Ideas 

Analysis 

21. 

22. 

23. 

24:. 

25 

26. 

27 

28. 

29 

--- 30. 

31 

32. 

33 

34 

35 

36 

37. 

38. 

Spontaneity 

Creat ivi ty  

Community 

Generosity 

Concord 

Patriotism 

Nationalism 

Prudence 

Conformity 

Loyalty 

Competence 

Courtesy 

Coope ra t ion  

Sol idar i ty  

S k i l l  

Humility 

Heart 

S e l f  

Immediacy 

Table I V  i s  a l i s t  of a t t r ibu tes  a t  the "goals" level .  This l e v e l  

i s  mean t o  be more oriented toward "real  world" goals t ha t  i n t e rac t  with 

l a rge  scale  technological programs. 

goals oriented as might be expected since they a re  most l i k e l y  t o  in t e rac t  

Most of these goals a r e  national 
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with la rge  scale  federal ly  sponsored technological programs. However, 

several  of the goals a t  the bottom of this l i s t  indicates  t h a t  these goals 

are not and should not be l imited s t r i c t l y  t o  national goals. 

Table I V  

L i s t  of Goals 

1. U.S. achievement per  se 

2. Increasing U.S. prestige 

3. Success i n  U.S. -U.S.S.R. competition 
a. Economic 
b. Mili tary 
c. Idealogy 
d. Science and technology 

4. Increasing s c i e n t i f i c  knowledge 

5. Advancing technological capabi l i ty  

6. Providing a "mobilization_base" for  long range 
continuance of technological capabi l i ty  

7. Inti: rnat ional  cooperation 

8. Internat ional  t r u s t  

9. Economic assistance t o  other nations 

10. Providing more equivalent t o  war 

11. Direct economic benefits  from technology 

12. 

13. Entertainment of public 

14. Redirecting a t ten t ion  of society 

Economic benefi ts  from stimulation of economy 
s 

15. Advancing personal careers 

16. Advancing organizational i n t e re s t s  

17. Maintaining rUnding for programs 
I .  
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Table V l i s t s  the a t t r ibu tes  of the next l eve l  which are  designated 

as "space objectives." 

toward space programs. - 

These are more specif ic  goals and are  oriented 

1. 

2. 

3. 

4. 

5. 

6 .  

7. 

a. 

9. 

10. 

Table V 

L i s t  of Space Objectives 

Man on moon 

Exploration of  moon 

Sc ien t i f i c  experiments on moon 

Man i n  space 

Interplanetary astronomy 

Scien t i f ic  experiments i n  space 

Technology experiments i n  space 

Space applications (ear th  resources survey, 
weather, communications, navigation, etc.  ) 

Operational capabili ty i n  space 

Space " f i r s t s  I' 

a 

_- 

Finally, Table V I  l i s ts  the outcome variable  elements. These items 

a r e  very spec i f ic  and generally quantifiable.  

with the a l te rna t ives  being considered, since each a l te rna t ive  i s  speci- 

f i e d  by assigning a quantitative measure o r  some qual i ta t ive  statement 

about each of these outcome variable elements. 

They supply the f i n a l  l i n k  

0 '  
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1. 

2. 

3. 

4. 

5-  

6. 

7. 

8 .  

9. 

10. 

11. 

12. 

13. 

14. 

13. 

16. 

17 

18. 

19 

20. 

21. 

Table V I  

L i s t  of Outcome Variable Elements 

Man-hours on moon 

T o t a l  hours on moon 

Maximum length of s t a y  on moon 

Maximum number of men on moon simultaneously 

Number of "roverff vehicles on moon 

. 

Number of different  landing s i t e s  

Maximum radius of excursion from landing s i t e  

Maximum depth of core samples returned 

Sc ien t i s t  hours on moon 

B i t s  of s c i e n t i f i c  data returned (by category) 

Number of remote sc i en t i f i c  instruments on moon 

Man-hours i n  space (ear th  o rb i t )  

Total  hc,>-irs i n  space 

Maximum mission duration 

Maximum number of men i n  space simultaneously 

Maximum gap i n  manned space f l i g h t  

Number of EVA'S 

EVA man-hours 

Scientist-hours i n  space 
a 

B i t s  of data returned 
a. Sc ien t i f i c  ( fur ther  subdivided by category) 

I I  If 

f f  
b. Technological ( I f  f f  1 

If 1 c. Application ( " 11 

Manhours expended on experiments (by type and category, as above) 

22. 

23. Area of ear th  surveyed 

Number of d i f fe ren t  experiments performed (by type) 



24. 

25 

26. 

27 

28. 

29. 

30. 

3-1.. 

32. 

33 9 

34. 

35 

36 

37 9 

38 

Table V I  (Continued) 

Frequency of ear th  survey coverage 

Resolution of ear th  survey data  

Advance i n  launch date of space s t a t ion  

Advance i n  launch date of space shu t t l e  

Number of rendevous and dockings 
W 

Number of crew transfers  between spabecrafts 

Number of interim space s ta t ion  reactivations 

Man-hours of a r t i  f i  c ia1  gravity operation 

Degree of change i n  space program 

Expected number of te levis ion viewer-hours of space a c t i v i t i e s  

B i t s  of data returned on foreign experiments (by category) 

Man-hours expended on foreign experiments (by category) 

Number of hours audio/visual educational a c t i v i t i e s  from space 
t o  ear th  

Potent ia l  f o r  v io la t ion  of national sovereignty of foreign 
nations through communications from space 

Number of space " f i r s t s "  

An examination of t h i s  l i s t  will show tha t  it i s  probably t o o  long 

since i t  contains outcome variable elements which are e i t h e r  highly 

redundant i n  terms of the type of output they measure, o r  do not d i s t in -  

guish between the al ternat ives .  

at constructing such a l i s t  i s  to  c l a r i f y  what types of outputs a re  or 

should be viewed as outcome variable elements, and t o  be as comprehensive 

as possible.  

areas of oversight where new items should be added. 

The main purpose of this i n i t i a l  attempt 

..- 
Later i t e ra t ions  should weed out some items and point up 

* .  
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It should be noted tha t  outcome variable  elements need not a l l  be 

required t o  support a t  leas t ,one  of the space objectives l i s t e d  i n  Table 

V. It may be appropriate t o  l i s t  items which support the higher l eve l  

goals i n  Table I V  which cannot be  meaningfully expanded i n  terms of space 

objectives. For example, the ,degree of change i n  an exis t ing space pro- 

gram may be an outcome variable element which does not i n t e rac t  w i t h  any 

of the space objectives but may indeed a f f ec t  the goal of advancing one's 

personal career, o r  an organization in te res t .  
. e  

It should also be noted that  the  outcomes of i n t e r e s t  t o  a decision. 

maker may most e f fec t ive ly  b e  defined a t  some higher l e v e l  than the  speci- 

f i c  type of outputs defined a t  the outcome variable  level .  

l abe l s  assigned t o  the various levels  of a t t r i bu te s  are  not s ignif icant .  

Thus, the  

The s igni f icant  feature of the correlat ion t r e e  i s  tha t  it provides visi- 

b i l i t y  t o  the s t ruc ture  l inking abs t rac t  i d e a l  goals o r  values with 

spec i f ic  technological outputs-of a l ternat ives .  
- . - -  

As a spec i f ic  example t o  i l l u s t r a t e  the output of such an approach, 

consider a case where previous analysis indicates  t h a t  Group A is  pri- 

marily concerned w i t h  advancing U. S. technology and success i n  U. S. -U. S. S.R. 

competition, while Group B i s  primarily concerned with increasing scien- 

t i f i c  knowledge, and advancing U. S .  technology. 

the space objectives consist  only of exploration of the moon, m a n  i n  

Further, assume that 

space, and operational capabili ty i n  space, and tha t  the per t inent  out- 

come variable  elements required t o  encode the outputs of our a l te rna t ives  
. 

a r e  those l i s t e d  i n  Fig. 1. Also assume that the weighting fac tors  on 

a l l  branches emanating from a given node i n  the t r e e  shown i n  Fig. 1 are 

equal. After normalizing so that  t he  sum of all weighting factors  asso- 

c ia ted  with the branches connected t o  a s ingle  node equals one, t h e  

f rac t ions  shown i n  Fig. 1 near each branch result. 

12 
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To obtain the value structure vector corresponding t o  each element 

of the environment, we need t o  collapse o r  roll the  t r e e  forward from 

each element of the environment (delet ing a l l  other  elements of the en- 

vironment) t o  the outcome variable level .  

eliminating each l eve l  of nodes ( i . e .  e i t h e r  the f i r s t  single node l e v e l  

We do t h i s  by successively 

corresponding t o  one par t icu lar  element of the environment, o r  one of 

t he  defined intermediate l eve l  o f  a t t r i b u t e s )  i n  the following manner. 

Replace the weighting factor associated with each branch emanating 

from each node a t  the l eve l  next below the l e v e l  t o  be eliminated with 

the  product of the old weighting fac tor  and the sum of a l l  weighting 

fac tors  associated with branches entering the node. Finally, when the 

point  i s  reached where only the outcome variable  l e v e l  and the next 

higher l e v e l  of a t t r i bu te s  remain, simply sum the weighting factors  . 

associated with all‘ branches entering each outcome variable node (this 

i s  equivalent t o  considering a single branch emanating from each outcome 

variable  node with uni ty  weighting factor,  and applying the above pro- 

cedure). The r e su l t  i s  a s e t  of weighting factors,  each corresponding 

t o . a n  outcome variable element. This s e t  of weighting factors can be 

considered the value s t ructure  vector associated with a given element 

of  the environment since they measure the r e l a t ive  concern o r  preferences 

of that group toward the outcome variable  elements. 

- 

The r e su l t s  of t h i s  sample exercise using the information contained 

i n  Fig. 1 i s  tabulated i n  Table V I 1  i n  the form of the value s t ruc ture  

matrix. 

elements, 4, 5 and 6, since these support both man i n  space and operational 

Group A i s  indicated to be’most concerned with outcome variable  

capabi l i ty  i n  space which both, i n  turn, support each of the bas ic  con- 

cerns of Group A toward technology and U. s. -U. s. s. R. competition. On 

14 * .  
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, 

the other hand, Group B i s  most concerned with outcome variable elements 

1, 2, and 3 w h i c h  a r e  the only outcome variable elements which support 

their concern fo r  advancing sc i en t i f i c  knowledge. However, the outcome 

variable  elements of next m o s t  concern are  a lso 4, 5 ,  and 6 since these 

most support the  other concern of Group B toward advancing technology. . 

L 

a .  
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